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ABSTRACT

Employees, intentionally or not, cause a large percentage of security incidents. For an organization to be secure there must be a culture of information security, meaning that employees make good security-related decisions. Business intelligence (BI) systems, with their ability to promote change through goal-setting and accountability, could help create a culture of information security, if implemented appropriately. This paper provides an overview of information security culture and business intelligence, and explains what will be needed if BI is to be used to help organizations develop a security-aware culture.

INTRODUCTION

Organizational information systems are increasingly coming under attack from viruses, hackers, denial of service attacks, and other threats (Bodin, Gordon, & Loeb, 2005; Jourdan, 2010; Mitnick & Simon, 2002). According to the Ponemon Institute, in 2010, the average cost for a data breach in the US was $6.75 million. The security breach in Sony’s online PlayStation Network and Qriocity music service is expected to cost Sony $10 million in lost revenue per week, and at least $70 million in lawsuits (Pham, 2011). The leading cause for data breaches is negligence (41%) with malicious or criminal attacks second (31%) (Ponemon Institute, 2010).

While traditionally, information security has been the domain of the IT department, more and more researchers are discovering that, for an organization to be secure, all employees must be fully engaged. Business intelligence (BI) systems have been used to promote other changes in organizations, capitalizing on BI systems’ ability to monitor activity, set goals for users, and provide accountability. Because of this, BI systems should also be able to help organizations create a culture of information security. However, for such an approach could be effective, an understanding of both the organizational psychology surrounding information security and how business intelligence tools are used is needed.
INFORMATION SECURITY

Information security traditionally means protecting the integrity, availability, and confidentiality of data and systems, which may be vital to maintaining an organization’s operations (da Veiga, Martins, & Eloff, 2007; Tipton & Krause, 2009). Because of the focus on information systems, information security has traditionally been treated as a technology issue and the domain of the IT department (Anderson & Moore, 2009; Salazar, 2006). According to Professor Basie von Solms, before the 1980s, information security was viewed as something that could be addressed through technology alone (von Solms, 2000).

Then, increased media attention and regulations made the information security field more visible. In the last several years, several regulations, standards and frameworks have developed. Multiple documents, ISO/IEC 27002:2005, NIST Special Publication 800-53, and the Health Insurance Portability and Accountability Act (HIPAA) Security Rule, for example, define controls that are needed to protect certain information systems (United States Department of Commerce, 2010). Respondents to a 2010 survey indicated that regulatory compliance has had a “positive effect on their organization’s security programs” (Computer Security Institute, 2011, p. 7), and as of 2010, executives reportedly are increasingly more interested in the state of their organizations’ information security (Hoehl, 2010).

However, even in 2006, many organizations in developed countries still had not taken this first step towards a more secure organization and lacked basic, foundational information security policies or programs (Dimopoulos, Furnell, Jennex, & Kritharas, 2004; Gupta & Hammond, 2005; ISBS, 2006). In 2008, Martin wrote that many organizations are “willing to commit resources to technology purchases, but . . . much less willing to dedicate any resources at all to the less technical aspects of information security” (p. 6). In fact, many organizations would likely prefer to have no dealings with information security. West argued that “the vast majority [of users] would be content to use computers to enrich their lives while taking for granted a perfectly secure and reliable infrastructure that makes it all possible” (West, 2008, p. 40).

This concept can be seen in software and hardware systems designed to improve information security. In 2008, some of the most common technologies used were anti-virus software, anti-spyware, and firewalls (Richardson, 2008). These tools often rely heavily on alerts, meaning that, when a measurement goes out of a designated range, or when a specific event happens, an alarm is triggered and the user notified. Because these technologies are typically an add-on to existing software/hardware, tend to interrupt users in their activities, and frequently expect users to make an educated decision, information security becomes a nuisance and users may become frustrated, begin to ignore the alerts, or even turn off the protection (West, 2008; Zurko & Simon, 1996). These traditional methods are thus ineffective at ensuring the security of an organization’s information and systems.

CURRENT TRENDS

One significant development in information security management is the understanding that it requires a more holistic approach rather than being confined to the IT department. Mitnick & Simon (2002) proposed that anyone who thinks that technical and physical security products...
alone offer real protection is settling for an illusion. Many researchers now agree that an information security program should include people, processes, and technology (Connolly, 2000; da Veiga et al., 2007; Ghonaimy, El-Hadidi, & Asian, 2002; von Solms, 2000). Tudor (2000) proposed a framework of five key principles for implementing an organization-wide information security program and the PROTECT framework recommends an approach to information security that includes Policies, Risks, Objectives, Technology, Execute, Compliance and Team (Eloff & Eloff, 2005). With this shift in thinking, two major approaches to a holistic information security program have emerged: a business- and a people-centered approach.

A Business Approach

As executives become more interested in information security, they want to know how it affects the bottom line and design an information security program accordingly. It has been said that the goal of information security is to protect the business (Cattaneo, 2009; Colwill, Todd, Fielder, & Natanson, 2007; Jones, 2007; Moore, Ellison, & Linger, 2001) and an organization’s budget has an influence on the level of security an organization can maintain ((Djokovski, Lichtenstein, & Warren, 2007; Martins & Eloff, 2002a). As a result, some have proposed using a risk-analysis process that uses estimated cost of a breach and associated mitigating controls to help develop a cost-effective security program (Djokovski et al., 2007). Unfortunately, in these and other business approaches, information security is still a supplemental and unwelcomed expense that many would likely choose to ignore, if possible.

A People-Centered Approach

People are often seen as the enemies of information security, with good reason. In 2004, 59% of incidents were caused by insiders (Gordon, Loeb, Lucyshyn, & Richardson, 2004). In 2009, Verizon found that insiders were still behind most data breaches, whether intentionally, or through ignorance, thoughtlessness, or impatience (da Veiga & Eloff, 2010; Verizon Business RISK Team, 2009). Martins and Eloff argued, “Human interaction with information resources is often the weakest link in protecting information assets” (2002a, p. 1). West (2008) suggested that users are simply unable to pay full attention to security procedures and as a result, don’t always consider the consequences of their actions. A recent survey of database administrators and managers revealed that, due to lax practices and oversight, sensitive data is still being left vulnerable to tampering and theft (McKendrick, 2011).

However, while many information security professionals view the user as the threat, other research suggests that insiders can become a strength (Mitnick & Simon, 2002; Rotvold, 2008a). Schlienger and Teufel proposed a “paradigm shift” from the common thought of “my user is my enemy” to “my user is my security asset” (2002, p. 191). Researchers have agreed that well-educated employees not only minimize the insider threat, but can act as sentinels, providing an additional layer of security (Albrechtsen, 2007; de Veiga & Eloff, 2010; Kraemer & Carayon, 2007; Stanton, Stam, Mastrangelo, & Jolton, 2005).

Unfortunately, while several researchers have promoted awareness (Kruger & Kearney, 2006; Puhakainen, 2006), managerial policies (Siponen, Pahnila, & Mahmood, 2005; Vroom & Solms, 2004), training and other methods to help users become better educated (da Veiga & Eloff, 2010; Thomson, 1998; Mitnick & Simon, 2002), many organizations view these programs as
inefficient and not worth the cost. In 2008, less than half of organizations provided employees with ongoing security awareness training (Martin, 2008). John Walker, a member of the Information Systems Audit and Control Association (ISACA) Security Advisory Group, simply stated, “No matter what anyone says, it's a really hard job and a lot of people are just not interested,” (Everett, 2010, p. 6).

CULTURE

It is clear that a solution is needed whereby information security is no longer seen as a nuisance to be ignored or an add-on to be marginalized, but instead as a core component of the people, processes, and technologies of an organization. A culture of information security is needed (Andress, 2000; Connolly, 2000; da Veiga et al., 2007; Everett, 2010; Furnell, 2007; Ghonaimy et al., 2002; Stewart, n.d.). Culture is defined most simply as “the way things are done here” (da Veiga & Eloff, 2010; Lundy & Cowling, 1996). It is the personality of an organization (Robbins & Judge, 2008). In information security, culture is defined as the behavior in an organization that contributes to the protection of data, information and knowledge (Dhillon, 1997) and includes the perceptions, attitudes, assumptions, and beliefs of the employees regarding information security (da Veiga & Eloff, 2010; da Veiga et al., 2007; Martins & Eloff, 2002b).

Researchers have tried to identify what elements compose an information security culture—where information security is a core part of an organization’s “personality.” The information security Forum and the OECD identified several factors, including awareness and responsiveness (da Veiga & Eloff, 2010; Information Security Forum, 2000; Organisation for Economic Co-operation and Development, 2002). Others have stressed the importance of values-based behavior (Dhillon & Backhouse, 2001; Dojkovski et al., 2007; Martins & Eloff, 2002b; Schlienger & Teufel, 2003; van Niekerk, 2005). Von Solms discussed several stages of information security awareness maturity (2000), and Ruighaver, Maynard and Chang (2006) related the eight dimensions of culture defined by Detert, Schroeder and Mauriel (2000) to information security.

Van Niekerk proposed that the fundamentals of an information security culture could be condensed into two dimensions: knowledge and behavior (2005). Van Niekerk and von Solms (2003) further stated that it is impossible to secure an organization’s information resources without first instilling in employees both the understanding of its importance and the desired attitude, and Nosworthy (2000) stated that people must be educated to want to be more secure so that they seek the knowledge and apply correct practices.

Thus, in order to create a truly holistic information security program wherein users actively support security instead of hindering it, organizations must create a culture wherein users, at all levels of the organization, understand security threats and guidelines, actively practice good security habits, make security-minded decisions, and view information security as an integral part of their job instead of as just an annoyance.
USING BUSINESS INTELLIGENCE (BI) FOR INFORMATION SECURITY

Business intelligence systems are, at their core, decision-making tools. Using Negash’s definition, “BI systems combine data gathering, data storage, and knowledge management with analytical tools to present complex internal and competitive information to planners and decision makers” (2004, p. 177). Using dashboards, scorecards, charts, and other displays, BI tools improve the transparency and visibility of data.

Because of these abilities, BI is frequently used for two purposes: (1) to monitor and improve processes and (2) to drive change (Elbashir & Williams, 2007; Golfarelli, Rizzi, & Cella, 2004; Liebowitz, 2006; Willcocks & Smith, 1995; Williams & Williams, 2004). In addition, BI can also be used to monitor information security and to create an information security culture in an organization.

Figure 1: Organizational information flow diagram.

Metrics are the building blocks for business intelligence and the key to building an information security culture using BI. Gonzalez explains that metrics are “a direct numerical measure that represents a piece of business data in the relationship of one or more dimensions. An example would be: ‘gross sales by week.’ In this case, the measure would be dollars (gross sales) and the dimension would be time (week)” (2005, p. 4). When tied to a target or a goal, a metric is called a Key Performance Indicator (Gonzales, 2005; KPI, n.d.). Metrics feed dashboards, scorecards, charts, alerts, and other data visualizations readily accessible and understandable to the various users. When asked what security solutions they want, security managers and executives responded that they want tools that would improve their visibility, such as log and event management, data visualization, and dashboards (Richardson, 2008). BI tools provide exactly these things.
Information Levels

Different users of business intelligence tools use different information security metrics. Figure 1 shows three levels of BI Users: Strategic, Tactical, and Operational. BI at the strategic level is used to support long-term corporate goals and objectives (White, 2007). At the tactical level, BI translates long-term strategic decisions into operational metrics. Targets for each metric are set, performance monitored to provide timely feedback, and corrective actions initiated (Rose, n.d.). Experts have proposed that information security cultural development is based on management initiatives like policies, awareness, and training (Dojkovski et al., 2007; Knapp, Marshall, Rainer, & Ford, 2006; van Niekerk & von Solms, 2003). At these levels, BI can be used to measure compliance with information security policies and promote awareness and training in a visually appealing and easily understandable fashion.

The operational level uses BI to measure and monitor performance. This level utilizes near real time, data-centric information to support daily business needs (White, 2007). Business intelligence software has historically been used to support information security at this level, providing “managers with all the information [they need] to properly manage information security moment by moment” (von Solms, 2000, p. 15). Some research has indicated that a security-aware culture develops through employee interaction with security controls such as access cards or passwords (Martins, 2002). At this level, BI can provide another such control by engaging user interaction with information security metrics or even by limiting a general user’s ability to continue working without first addressing a security concern, such as changing a password or downloading an update.

Goals

One of the most useful aspects of business intelligence software for supporting an information security program is that it can help align operational, tactical, and strategic level decision-making through goal-setting (Dave, 2009; Locke & Latham, 1990; Smith, 2002). Goals serve as a benchmark for determining success and providing feedback (Koskosas & Paul, 2004; Latham & Locke, 1991) and as such, can be used to promote change in an organization’s culture. Group-oriented goals help to unify an organization through mobilizing and directing employee efforts toward a common task. They direct attention and effort, prolong effort over time, and motivate people to develop appropriate solutions (Bradford & Cohen, 1984; Koskosas & Paul, 2004; Latham & Locke, 1991; Locke & Latham, 1990).

BI tools have been shown to be extremely effective in helping organizations track and meet their goals (Betts, 2011; Felix, 2009; Frye, 2010; Harkeroad, 1992; McClure, 2008; Smith & Marinakis, 1997). BI metrics “[increase] accountability and transparency, and [put] everyone on the same page when it comes to goal-related performance” (Klipfolio, 2010, p. 4). Depending on how they are chosen, either through a process-based or top-down approach, metrics can support different information security needs (Heesen, 2011; Kaplan & Norton, 1996). Most organizations would likely use a combination of the two approaches.

The Six Sigma strategy is an example of a process-based approach. In this technique, metrics come from an analysis of the processes of an organization. Processes are analyzed and potential
vulnerabilities or weaknesses identified. Metrics are designed to monitor and improve those weaknesses (Betz, 2007; Breyfogle, Cupello, & Meadows, 2001). The metrics developed from this method would most likely be seen in the operational level of an organization, supporting real-time decision making of time-sensitive problems.

With a top-down approach, metrics come from the objectives and strategy of the organization, such as in the balanced scorecard method. The overall vision of the organization is translated into long-term objectives, which then feed strategies, which turn into short-term goals (Heesen, 2011; Kaplan & Norton, 1996). This method helps BI tools “[transform] strategic planning from an academic exercise into the nerve center of an enterprise” (Balanced Scorecard Institute, 2010, p. 3). Likewise, it can turn information security from an afterthought into a core component of the organization by ingraining it into the objectives of executives and managers and highlighting its importance through continuous monitoring and evaluation.

Motivation

It has been said that having a security policy without enforcing that policy is like having laws but no police (West, 2008). To be most useful in shaping the culture of an organization, information security metrics must have some kind of motivation attached to them, such as performance reviews, bonuses, and rewards. In information security, the top motivators seem to be self-efficacy, the responsibility or the expectations of superiors, perceived susceptibility, perceived benefits, and the importance placed on information security (Herath & Rao, 2009; Ng, Kankanhalli, & Xu, 2009; Rotvold, 2008a).

Extrinsic motivators such as rewards and punishments, while less effective than intrinsic motivators, are easier to control and have been found to have a positive impact on information security behavior (Dokkovski et al., 2007; Herath & Rao, 2009; Ng et al., 2009; Rotvold, 2008a). Cause and effect are best learned when the effect immediately follows the act, but in information security, there is usually no immediate reward or punishment for good or poor security behaviors (West, 2008). Thus, rewards and punishments must be created by an organization. While punishment systems are much more widely used than rewards in the information security world, neither is commonplace. Only 48.8 percent of organizations in a 2008 survey stated that there were penalties for security breaches in their organization; 13.8 percent used compliance as a factor in employee evaluation, and 2.3 percent provided incentives and rewards for complying with information security policies (Rotvold, 2008b).

Password strength, time spent on suspicious websites, reporting of suspicious activity, or the number of viruses detected on a machine are all possible measures that employees could be quickly rewarded or punished for. Some websites have an indicator next to where one creates a password indicating the strength of that password. If the password is not strong enough, the website may reject that choice and indicate how to create a stronger password. In this way, the system both provides punishment (rejection of choice), and increases a user’s knowledge of information security (providing a visual indicator of how strong their password is and showing the user how to create a stronger password).
In a long-term scenario, if a user makes several poor choices, they can be labeled a threat and have increased controls placed on them. This kind of system both provides rewards and punishments: those with good security behavior receive more freedoms, while those with poor security receive less. Freedoms may include being able to download things from the Internet, use a BlackBerry to access work email, or bring their own device to work. With a BI system for information security, users could be monitored, their behavior measured, and either rewarded for good practices like reaching organizational information security goals, or be restricted for poor security practices. Thus, using motivators tied to KPIs and other goals, BI tools can help an organization shape employees’ information security-related perceptions and behaviors, improving the overall security posture of the organization.

SURVEY

Purpose and Methods

If business intelligence is to be used to shape culture, it is necessary to determine how BI is currently used in order to determine what is needed. While several case studies have been done, there is little research on how business intelligence is used generally, across all management and discipline levels. Thomson (1998) listed three categories of users that need to be educated in information security awareness: End user, IT personnel, and top management. Additionally, experts have repeatedly stressed the necessity of top management buy-in for security and BI projects to succeed (Knapp et al., 2006; Schlienger & Teufel, 2003). Thus, a pilot survey was sent to business owners, executives, managers and IT personnel from all industries and organization sizes. Because BI is primarily a decision-support tool, the survey asked participants how often they receive certain metrics, and how often they would use those metrics to make decisions. The survey also inquired about how much choice users had in choosing and developing the metrics they receive, how they receive the metrics, and where the metrics come from. A sample of the questions follows:

- On average, how often do you receive/see metrics related to (multiple times daily, daily, weekly, monthly, quarterly, yearly, rarely, never): Projects, employees, down-time, financials, budgets, policies, logistics, customer satisfaction, incidents, etc.
- How often do you (or would you if given the option) use metrics related to the following to make decisions (multiple times daily, daily, weekly, monthly, quarterly, yearly, rarely, never): Projects, employees, down-time, financials, budgets, policies, logistics, customer satisfaction, incidents, etc.
- You were given a choice as to which metrics you see (strongly agree, agree, neither agree nor disagree, disagree, strongly disagree, N/A)

Two hypotheses directed the study:

1. Managers will display the most disparity between metrics they need to make decisions and the metrics they receive because most metrics are formed either for strategic direction or operations management and mid-level managers may require a unique mix of the two (Pinsonneault & Kraemer, 1993; Williams & Sawyer, 2002).
2. Those who have more input into the development of the metrics they receive will have less disparity between metrics they need to make decisions and the metrics they receive. Experts have suggested that to be successful, BI development requires user input (Laudon & Laudon, 2002; West, 2008).

**Figure 1: Average Disparity by Job Category**

The survey was made available online and received 68 responses, representing about a 5 percent response rate of those solicited. After outliers and incomplete responses, 46 useable responses remained for analysis. Most respondents (53 percent) worked in an IT-related position, 28 percent in general management, and 19 percent were at the executive or owner levels. Respondents represented thirteen different industries, including construction, healthcare, technology, financial, education, and government. Forty-seven percent were from organizations with less than 100 people, 31.3 percent from organizations between 100 and 2,500 people, and 21.5 percent with 2,500 or more people. As this was a pilot survey, the number and spread of respondents were deemed satisfactory.

**RESULTS**

The survey results suggest that BI users generally receive too little information. Error! Reference source not found. shows that managers indeed had the most disparity between metrics they received and metrics they needed to make decisions, supporting the hypothesis. They received both too much information they didn’t need, and not enough of the information they did need. This information was found by subtracting how often users see metrics by how often they would use those metrics if they were available. Positive numbers indicated respondent received too much information they didn’t need, and negative numbers indicated they weren’t given the information they needed when they needed it.

Most users had some combination of too much and too little information, but on average, users had 37 percent more negative results (too little information) than positive (too much information), for an average total disparity of 1.1821 points. Managers had the most total
disparity at 1.3088 points with about 100 percent more of too little information. Executives had a total disparity of .9328 with about 52 percent more of too little information. Technicians had a total disparity of 1.1672 with 150 percent more of too little information. The metrics that had the most disparity overall were those related to budgets, customer satisfaction, utilization, forecasts, down-time, and time spent on activities. Table 1 shows a break down of disparity in metrics by job category.

While the survey did not measure the impact of the disparity on users, the results would suggest that middle managers’ information needs are not currently being met. This is critical if BI is to be used to create an information security culture, as it has been established that involvement of first-line supervisors is a critical factor (Herath & Rao, 2009; Ng et al., 2009; Rotvold, 2008a).

Table 1: Disparity of metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Jobs Category</th>
<th>Forecasts</th>
<th>Customer Satisfaction</th>
<th>Down-time</th>
<th>Time Spent on Activities</th>
<th>Budgets</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Executive</td>
<td>-.2857</td>
<td>-.4286</td>
<td>-1.1429</td>
<td>-.8571</td>
<td>-.8571</td>
<td>.1429</td>
</tr>
<tr>
<td></td>
<td>Management</td>
<td>-1.0625</td>
<td>-1.3750</td>
<td>-.8125</td>
<td>-1.0000</td>
<td>-1.9375</td>
<td>-.1875</td>
</tr>
<tr>
<td></td>
<td>Technology</td>
<td>-1.5789</td>
<td>-1.2632</td>
<td>-.5789</td>
<td>-.3684</td>
<td>-.3158</td>
<td>1.1053</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>-1.1667</td>
<td>-1.1667</td>
<td>-.7619</td>
<td>-.6905</td>
<td>-.6429</td>
<td>-.5476</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric</th>
<th>Jobs Category</th>
<th>Usage</th>
<th>Incidents</th>
<th>Projects</th>
<th>Policies</th>
<th>Results of Internal Audits</th>
<th>Help Desk/Support</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Executive</td>
<td>-.1429</td>
<td>-1.1429</td>
<td>-1.0000</td>
<td>-.2857</td>
<td>.2857</td>
<td>.1429</td>
</tr>
<tr>
<td></td>
<td>Management</td>
<td>.2500</td>
<td>.2500</td>
<td>-.1250</td>
<td>-.1250</td>
<td>-.6250</td>
<td>-.3125</td>
</tr>
<tr>
<td></td>
<td>Technology</td>
<td>-1.9474</td>
<td>-.5263</td>
<td>-.2632</td>
<td>-.5263</td>
<td>-.3158</td>
<td>-.3158</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>-.3571</td>
<td>-.3333</td>
<td>-.3333</td>
<td>-.3333</td>
<td>-.3333</td>
<td>-.2381</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric</th>
<th>Jobs Category</th>
<th>Software</th>
<th>Logistics</th>
<th>Employees</th>
<th>Financials</th>
<th>Historical Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Executive</td>
<td>1.2857</td>
<td>.5714</td>
<td>.5714</td>
<td>.0000</td>
<td>-.1429</td>
</tr>
<tr>
<td></td>
<td>Management</td>
<td>.0625</td>
<td>-1.8125</td>
<td>-.8750</td>
<td>.1250</td>
<td>.0625</td>
</tr>
<tr>
<td></td>
<td>Technology</td>
<td>-.0526</td>
<td>.0526</td>
<td>.1053</td>
<td>-.4737</td>
<td>-.2105</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>.2143</td>
<td>-.1905</td>
<td>-.1905</td>
<td>-.1667</td>
<td>-.0952</td>
</tr>
</tbody>
</table>

In addition, there was no statistical evidence suggesting that users with more input in the development of metrics have less disparity between metrics they need and metrics they see, as shown in Table 1 and Figure 2. This suggests that user involvement has little value when designing BI applications. This is contrary to the hypothesis, which took into account popular belief that users with more development choice in the metrics they see would choose those metrics that they would need.
However, as can be seen in Table 2, there is also some evidence to suggest that the same people who receive a significant amount of information they don’t need also do not receive enough of the information they do need, regardless of the amount of input they have in designing the metrics. These results suggest there may be a lack of understanding at the user level about metrics or the BI Tools being used. Unfortunately, information security alone is notoriously difficult to understand (Dojkovski et al., 2007; West, 2008), and many studies have shown that people don’t have a strong understanding of the importance of information security controls (Dimopoulos et al., 2004; Gupta & Hammond, 2005; U. K. Department of Trade and Industry, 2006). If people do not have a strong understanding of the BI metrics they use, using BI to create a culture of information security would be futile.

**Table 2: Pearson correlation for development choice and disparity of metrics.**

<table>
<thead>
<tr>
<th></th>
<th>Too Much Info</th>
<th>Too Little Info</th>
<th>Distance from 0</th>
<th>Development Choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Too Much Info</td>
<td>Pearson Correlation</td>
<td>1</td>
<td>.440</td>
<td>.091</td>
</tr>
<tr>
<td></td>
<td>Sig. (2-tailed)</td>
<td>.002</td>
<td>.546</td>
<td>.946</td>
</tr>
<tr>
<td>Too Little Info</td>
<td>Pearson Correlation</td>
<td>.440</td>
<td>1</td>
<td>-.854</td>
</tr>
<tr>
<td></td>
<td>Sig. (2-tailed)</td>
<td>.002</td>
<td>.000</td>
<td>.280</td>
</tr>
<tr>
<td>Distance from 0</td>
<td>Pearson Correlation</td>
<td>.091</td>
<td>-.854</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Sig. (2-tailed)</td>
<td>.546</td>
<td>.000</td>
<td>.249</td>
</tr>
<tr>
<td>Dev. Choice</td>
<td>Pearson Correlation</td>
<td>-.010</td>
<td>-.164</td>
<td>.175</td>
</tr>
<tr>
<td></td>
<td>Sig. (2-tailed)</td>
<td>.946</td>
<td>.280</td>
<td>.249</td>
</tr>
</tbody>
</table>

Correlation is significant at the 0.01 level (2-tailed).

**CONCLUSION**

Creating a culture requires setting goals and motivating employees towards those goals. BI has already proven its ability to promote change in an organization by focusing employees attention on metrics designed to measure some strategic goal. By ensuring those goals are tied to
motivational factors, either positive or negative, business intelligence tools could help organizations develop a security-aware culture.

However, in order for BI to successfully promote a culture of information security, developers must make sure to include general managers. Research has shown that a successful security-aware culture depends on managers who can balance risk and rewards based on adequate information (Tipton & Krause, 2009). As supervisor actions are a strong motivator for information security, it is important that developers give middle managers the same consideration that executives and IT personnel receive.

Developers must also address the lack of understanding that surrounds BI. A security-aware culture requires both awareness or knowledge and behavior (van Niekerk, 2005). For a culture to develop, users must understand information security concepts such as strong passwords and why they’re important, and they must understand the BI tools they use. Research has shown that people often fail to recognize security risks or the information provided to cue them (Dhamija, Tygar, & Hearst, 2006; Downs, Holbrook, & Cranor, 2007; West, 2008). While it has been suggested that user involvement in the development of metrics should reduce this problem, the pilot survey suggests otherwise. It is likely that users lack understanding of both the metrics they use and the BI tools they use. Developers must understand how and why users make decisions regarding security and how they use BI tools in order to develop appropriate and understandable BI metrics and systems that can be used to create a culture of information security.
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