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Abstract

My research will be centered around the Bernoulli Ordinary Differential Equation, named 
after the Swiss Mathematician James Bernoulli. Bernoulli initial-value problems will be 
analyzed to find out solution behavior. We are interested in a phenomenon of unbounded 
growth of solutions in finite time. This phenomenon is called blow-up, and the blow-up 
time is denoted t^. A blow-up occurs when the solution y(t) approaches H-oo or — oo. To 
predict whether a solution would blow up in finite time, certain d-valucs for the initial 
condition of the Bernoulli initial-value problem would have to take place, depending on 
the coefficients and constant n. These d-values will be found for Bernoulli initial-value 
problems with constant and variable coefficients.
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Chapter 1

Introduction

1.1 Summary

* James Bernoulli (December 27, 1654 - August 16, 1705) is the founder of the 
solvable first-order nonlinear differential equation which carries his name:

l/(t) = a(t)yn 4- b(t)y.

Though James Bernoulli was not the first to solve the Bernoulli equation, he proposed 
the equation for solution in 1695.[Sas] Mathematician, Gottfried Leibniz, first solved the 
Bernoulli equation. The following year, Leibniz reduced the equation into a linear form 
by making substitutions with yn~} as the dependent variable. That same year, brother 
and mathematician, John Bernoulli, also solved the Bernoulli equation, indepedently of 
Leibniz. [Kli72]

The main purpose of this project is to investigate blow-up properties of solutions 
for specific initial-value problems that involve Bernoulli Ordinary Differential Equations 
(ODEs). First, I will consider Bernoulli ODEs with constant coefficients. The objective 
is to find conditions on the coefficients and on the initial-values that lead to unbounded 
growth of solutions in finite time. This is called finite time blow-up. Then the Comparison 
Theorem will be used to extend results to Bernoulli initial-value problems with variable 
coefficients.
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1.2 Motivation

It is well known that Bernoulli initial-value problems,

2/'W = + b(t)y

3/(0) = d,
where a(t) and b(t) are continuous and differentiable functions, d is a real number and 
n > 1 is a rational number, can be solved explicitly. Using a change of variable,

Bernoulli equations can be transformed into linear form,
w = (1 — n)a(t) + (1 — n)b(t)w.

Therefore, it is easier to study blow-up properties of the solutions of Bernoulli 
problems. Since we know a(t),&(t) G C1, this makes w' Lipschitz continuous on any 
interval [0, t], where t is less than the blow-up time. We can then apply the Comparison 
Theorem to extend results to initial-value problems with variable coefficients.
Definition 1.2.1. Lipschitz Condition: For an equation u = F(t,u), when Fis con
tinuous in some region D, F satisfies the condition that for some constant K

\F(t, ui) - F(t,u2)\ < Nfyi - tz2|, 
for all points (t, ui) and (£, vq) in some D. [Col68] [Ost68] 
Theorem 1.2.2. Comparison Theorem: Let the equations

u'(t) = F(t, u) 
u(r) = &i,

and

uf(t) = G(t,u)

u(t) = b2,

where F and G are continuous and satisfy Lipschitz conditions on some domain D, have 
solutions f and g, respectively, and let these solutions satisfy

bi < b2.



If F(x,y) <G(x,y) on D, then

fort>r. [C0I68]

3

/(*)  < g(t),
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Chapter 2

Constant Coefficients

Given is a Bernoulli initial-value problem with constant coefficients,
j j/(t) = ayn + by 
| 3/(0) = d,

for some values of a, b, and d, solution y(t) will blow-up, or approach +oo or —oo. More 
specifically, the moment of blow-up occurs at some finite time. This is called the blow-up 
time, denoted as i&, and the first occurrence of blow-up is considered. Behavior of y(ty for 
t> will not be considered. I will investigate conditions on a, b, n and d that will lead 
to unbounded growth of y(i). The Comparison Theorem will be used to extend results 
to Bernoulli problems with variable coefficients.

Let’s apply a change of variable to (2). This would then make (2) become linear 
and then multiplying by an integrating factor we obtain the solution. The solution to (2) 
is expressed as

and the solution y(t) will be analyzed for blow-up in finite time.
To analyze, let

At) = (a + ^r)e-6("-1)t1

and then

I*  will help determine behavior of I and thus determine the behavior of solution y(f).
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To find the blow-up time, we must set the denominatorequal to zero and solve 
for t. We’ll denote this blow-up time as £>, where

tb = 6(n-l/" 0 + a^) ’

Here *&  is finite and shows y(t) can blow up in finite time.
If n = 1, then (2) becomes separable and solution y(t) is an exponential function,

j/(t) =

which is bounded for all finite time t > 0. Solution y(t) also does not have blow up in 
finite time for n < 1. In this chapter, we’ll only consider Bernoulli ODEs with n > 1.

2.1 Case n = Where p is an Even Constant and q is an 
Odd Constant

Theorem 2.1.1. The following is true for the solution y(t) of (2) whenn = ^ > 1. where 
p is an even number and q is an odd number.

1. Let a > 0 and b > 0. If d> 0, then y(t) —> H-oo as t —> fy.

2. Let a > 0 and b < 0. If d> (-y)™"1, then y(i) +oo as t —> tb.

3. Let a < 0 and b > 0. If d < 0, then y(t) —> —oo as t —> tb.

4- Let a < 0 and b < 0. If d < then y(t) —> — 00 as t —> tb-

Otherwise, y(t) is bounded for all t > 0.

Proof For each case below, if d = 0, then solution y(t) = 0 for all t > 0.
1. Let a > 0 and b > 0. If d > 0, then I(t) > 0 and If(t) < 0 for all t > 0. I is 

decreasing for all t > 0 and I(t) > a on [0, tb). As t —> tb, y(t) —> +00.
If d < 0, then

In (14-- ) < 0-
\ ad71-1 J

Therefore, tb > 0 does not exist and y(t) is bounded for all t > 0.
2. Let a > 0 and b < 0. If d > (—)n_1 , then a 4- > 0. This means that

I(t) > 0 and I'(t) > 0 for all t > 0.1 is increasing for all t > 0 and I(t) < a on [0, tb). As 
t -A tb, y(t) —> +00.
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If d = (-y)n_1 , then, solution y(t) ~ • Here y(t) is bounded for all
t > 0.

If d < 0, then
in (i+^H>o-

This implies tb < 0. Therefore, y(t) is bounded for all t > 0. If

0 < d < )
i

77.-1

then In (1 + adn-i) is undefined, which means tb > 0 does not exist. Therefore, y(t) is 
bounded for all t > 0.

3. Let a < 0 and b > 0. If d < 0, then I(t) <0 and > 0 for all t > 0. I is 
increasing for all i > 0 and I(t) < a on [0,t&). As t —> tb, y(t) —> —oo.

If d > 0, then adn-i < 0- This implies

In <0.

Either way, tb > 0 does not exist. Therefore, solution y(t) is bounded for all t > 0.
4- Let a < 0 and b < 0. If d < n_1 , then a-\- < 0. This implies I(t) < 0

and If(t) < 0 for all t > 0. I is decreasing for all t > 0 and I(t) > a on [0,t6). As t —> tb, 
y(t) -> -00.

If d == (~y) “_1 , the11 solution y(t) = (=y)n~1 ■ Here y(t) is bounded for all 
t > 0.

If d > 0, then

M1+> °-
This makes tb < 0. Therefore, y(f) is bounded for all t > 0.

If

then

—6\ 
a ) < d < 0,

1 + b 
adn~x <0.

This makes In (1 + adn-i) undefined. Therefore, tb > 0 does not exist and solution y(t) 
is bounded for all t > 0. □
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Example Let’s consider the following initial-value problem 

| y'<A = 6yt - 13y 
| 2/(0) = d

with five different values of d as investigated below.
Notice that a = 6 > 0 and b = —13 < 0 imply that

( _j_
) n_1 = (13/6)3/5 1.590286093.

(3)

According to Theorem 2.1.1, the solution to problem (3) should blow up in finite time 
for any d > (13/6)3/5, otherwise y(t) is bounded. The solution to problem (3) is

y(i) = ( 5 ^y.
6 + (6 — 13d 3)e 3 J

-13

If d = —1, then 

which is bounded for all t > 0.
If d = 0, then

?/W = 0, 

considering
-13d>______

-6dl + (6di - 13)e7F
as the equivalent to the solution of (3).

If d = 1, then

( 13 y
\6 4- 7e 3 )

which is bounded for all t > 0.
If d = (13/6)3/5, then
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which is bounded for all t > 0.
If d = 8, then

ytf) = (--- ~416 □
\-192 + 179e-3" /

Here y(t) —> Too when t —> tb = — -^In (§|).

2.2 Case n = Where p is an Odd Constant and q is an
Odd Constant

In this section, we’ll continue our investigation of the behavior of y(t) for a 
different n. If we let n = £, where p is an odd number and q is an odd number, then 
has an even denominator. This makes solution y(t) an even root function. Therefore, the 
solution y(t) of (2) is

________ b________
-a+ (a + ^fer)e-b<n-1)t

1. Let a > 0 and b > 0. If d > 0, then y(t) -> +oo ast £&. Ifd < 0, then y(t) —oo 
as t —> tb-

2. Let a> 0 and b < 0. Ifd> (^)n_1 , then y(t) -> +oo as t —> tt,. If d < — n_1 ,
then y(t) —> —oo ast —> t^ Otherwise, y(t) is bounded for all t > 0.

3. If a < 0, then y(t) is bounded for all t > 0.

Proof. For each case below, if d = 0, then solution y(t) = 0 for all t > 0.

Since the initial condition is
y(0) = d,

d will influence y(£). If d is positive, then y(t) is positive. If d is negative, then y(t) is 
negative for all t > 0.

Theorem 2.2.1. The following is true for the solution y(i) of (2) when n = | > 1, where 
p is an odd number and q is an odd number.

y(t) = ±



9

1. Let a > 0 and b > 0. If d > 0, then

a 4" —r > 0.d71-1
This implies 1(f) > 0 and I'(f) < 0 for all t > 0. I is decreasing for all t > 0 and 1(f) 
on [0, tf). As t —> tb, y(f) -> +oo.

If d < 0, then

a>

This implies 1(f) >0 and Z'(t) < 0 for all t > 0. I is decreasing for all t > 0 and 1(f) 
on [0, tf). As t -> tb, y(f) -> — oo.

2. Let a > 0 and b < 0. If d > n“1 , then

«+^>0-

This implies 1(f) > 0 and I'(f) > 0 for all t > 0. I is increasing for all t > 0 and 1(f) 
on [0, tf)- As t —> tb, y(f) -> 4-oo.

Ifd<-(^)^,then 

a>

a<

“ + d^r>0-

This implies I(t) >0 and I((f) > 0 for all t > 0. I is increasing for all t > 0 and I(t) 
on [0, £&). As t -> tb, y(t) —> —oo.

If

< a

then
(1 + Od^)

This implies In (1 + is undefined and so

<0.

tb > 0 does not exist. Solution y(t) is
bounded for all t > 0.

If d = ± (^) n“1 , then solution y(f) = ± (~)n~1 , respectively. Therefore, y(t)
is bounded for all t > 0.

3. Let a < 0. For any non-zero d, if b > 0, then In (1 4- in h is undefined.
Therefore, tb > 0 does not exist and y(t) is bounded for all t > 0.

If b < 0, then In (1 + ) is positive for any non-zero d. However, tb < 0 since
b < 0. Therefore, > 0 does not exist and solution y(f) is bounded for all t > 0.

And filially, let a = 0. For any non-zero b, the solution y(f) = debt. Therefore,
y(f) is bounded for all finite t > 0. □
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Example Let’s consider the following initial-value problem,

yf(t) = 5y9 + lOy
(4) 

y(0) = d,

with three different values of d as investigated below.
Notice that a = 5 > 0 and b = 10 > 0. According to Theorem 2.2.1, the solution 

to problem (5) should blow up in finite time for any d > 0 and any d < 0, otherwise y(t) 
is bounded. The solution to problem (4) is

10

If d = 2, then

1280{^_( 1280
V{) 640 + 645e_80t/ 5

where y(t) —> 4-oo as t —> tb = ^ln ({||) .
If d = — 1, then

10= — (_5 + 15e-80t) 8 ’ 

where y(f) —Y —oo as t —> tb — ^Zn(3).
If d = 0, then 

2/W = 0,

which is bounded for all t > 0.

2.3 Case n = |, Where p is an Odd Constant and q is an 
Even Constant

In this final section for the constant coefficients chapter, we consider n = | > 1, 
where p is an odd number and q is an even number. Here, we will notice similarities with 
the solution behavior as with, the case of n from the previous section. It is important to 
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see the effect n will have in this section. Since n = & > 1, where p is an odd number 
and q is an even number, the expression n — 1 becomes a rational number with an even 
denominator. This means d must be positive for the real solution y(t) to exist. If d < 0, 
then dn_1 isn’t a real number and will not exist. Solution of (2) is

Theorem 2.3.1. The following is true for the solution y(t) of (2) when n = | > 1, where 
p is an odd number and q is an even number.

1. Let a > 0 and b > 0. If d > 0, then y(t) —> +oo as t t^. Otherwise, y(t) is 
bounded for all t > 0.

2. Let a > 0 and b < 0. If d > (^) 'f_1 , then y(t) —> +oo as t —> t^. Otherwise, y(t~) 
is bounded for all t > 0.

3. If a < 0, then yty') is bounded for all t > 0.

Proof. For each case below, If d = 0, then solution y(t) = 0 for all t > 0.
1. Let a > 0, b > 0 and d > 0. Proof is the same as in Theorem 2.2.1 part 1.
2. Let a > 0, b < 0 and d > (=■*)  n_1 . Proof is same as in Theorem 2.2.1 part 2.
3. Let a < 0 and consider any positive d. Proof is same as in Theorem 2.2.1 part

3. □

Example Let’s consider the following initial-value problem,

!Z/'W = 5yl - 4y
(5) 

3/(0) = d,

with two different values of d as investigated below.
Notice that a = 5 > 0 and b = — 4 < 0 imply that

(i
= (4/5)2/3 « 0.861773876.

According to Theorem 2.3.1, the solution to problem (5) should blow up in finite time 
for any d > (4/5)2^3. The solution to problem (5) is
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where

which is bounded for all t > 0.
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Chapter 3

Variable Coefficients

We have completed our investigation of the behavior of solutions for Bernoulli 
IVPs with constant coefficients. We know now when solution y(t) of (2) will have un
bounded growth in finite time. We should now focus our attention on I VP (1) and inves
tigate the behavior of for general Bernoulli IVPs with variable coefficients, where a(t) 
and b(t) are continuous and differentiable functions for all t > 0. With the Comparison 
Theorem, we’ll extend the results of Chapter 2 to better see the behavior of y(t) for IVP
(1)-

The solution y(t) of (1) is

rf) =--------------------- :----
[(^) - -1) J? "'1

From the Comparison Theorem, we’ll show and compare solution y(t) to a func
tion, y(t), that is a solution to some other Bernoulli IVP. This will help analyze the 
behavior of y(t). Solution y(t) itself will be a function that has unbounded growth in 
finite time, ig > 0. It is important to see that for y(t) to blow up, y(t) < y(t) < 0 or 
y(t) > y(t) > 0. This will imply that L <

Unbounded growth for y(t) will depend on a(t), &(t), d and n. In the next few 
sections, we’ll again consider n > 1.
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3.1 Case n = Where p is an Even Constant and q is an
Odd Constant

Theorem 3.1.1. The following is true for the solution y(t) of(l) when n = > 1, where
p is an even number and q is an odd number.

1. Let a(t) > a > 0 and b(t) > b > 0. If d > 0, then solution y(t) —> +oo as t —> t^.
i

2. Let ai > a(t) > a > 0 and bi < b(t) < b < 0. If d > " 1 > then solution

y(t) —> +oo as t —> tb- If d < » then solution y(t) is bounded for all t > 0.

3. Let a(t) < a < 0 and b(t) > b > 0. If d < 0, then solution y(t) —> —oo as t —> tb.

4- Let ai < a(t) < a < 0 and b± < b(t) < b < 0. If d < , then solution

y(t) —> —00 as t —> t^ If d> (^7) n"1 > then solution y(t) is bounded for all t > 0.

Proof. For each case, if d = 0, then solution y(t) = 0 and y(t) is bounded for all t > 0.
1. Let a(t) > a > 0 and 6(t) > b > 0. Let’s construct a function y(t) < y(t) to 

prove y(t) -> +00 for some finite tb > 0.

[(^) - J (et(n-1)i - 1)] n~l
= y(t)-

Let
I® = £ p"-1)' -1),

and then

/'(«) =

From above, I > 0 and If > 0 for all t > 0. I is increasing for all t > 0. If d > 0, then

< (^r)
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on [0, t^), where
tl = i>(n-l)in (*  + '

Therefore, y(t) -> +oo as t -> tg. Since y(t) < y(t), y(t) -> +oo as i -> ij, < ig.
If d < 0, then (^tr) < 0 and the denominator of solution y(t) is negative for 

all t > 0. Therefore, y(t) will remain bounded for all t > 0.
2. Let ai > a(t) > a > 0 and b± < b(t) < b < 0. Let’s construct a function 

y(t) +oo such that y(t) > y(t).

eblt

[(d?fer) “ a(n “ x) Jo e61<n“W] n”1

eblt

[(^) - 57 - 1)]

= y(t).

Let
I(t) = s. ^("-1)4 _ ,

and then
f'(t) = a(n - l)eMn-i)t.

From above, 0 < I < and I' > 0 for all t > 0. I is increasing for all t > 0. If 

d > n_1 > then
w < (i)

on [0, t^, where
bi(n-l)ln (1+ adn_1) '

Therefore, y(t) -> +oo as f —Mg. Since y(t) > y(t), y(t) —> -froo as i —M& < fg.
To see boundedness for solution y(t), let’s construct a bounded function, y(t),
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such that y(t) > y(t).

3/W <
eJ-jMi

[(Ar)
ebt

[(^tr) “ “i(n - 1) n_1
ebt

[(Ar)-^"-1’*- 1)]5^

Let
f(t) = U (e6(n-l)» _ 1} ,

and then
/'(t) = ai(n-l)e6(n-1”.

From above, 0 < I < =£L and I’ > 0 for all t > 0.1 is increasing for all t > 0.
If d < (=*)  , then

for all t > 0. Therefore, If d < , then y(t} is bounded for all t > 0. Since
y(t) > y(*);  y(t) is bounded for all t > 0.

3. Let a(t) < a < 0 and b(t) > b > 0. Let’s construct a function y(t) —> — oo 
such that y(t) > y(t) to prove y(t) —> — oo for some finite > 0.

y(t) <
gio

gfo

[(At) ~ “(n “ x) Jo e^-Wt] ”"1
e/J b(£)dt

1 
n—1

= 3/W-
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Let
7(t) = £ _ i) t

and then
7'(t) = a(n-l)ei,("-1K

From above, 7 < 0 and I' < 0 for all t > 0. 7 is decreasing for all t > 0. If d, < 0, then 

f<‘> > (sir)

on [0, tb), where
tr. = > / 1 ( H---- I •

b b(n — 1) \ ad71^1)
Therefore, y(t) —> —oo as t —> ig. Since y(t) >y(t), y(t) —oo as t —> tb < tg.

If d > 0, then > 0, and the denominator of solution y(t) is positive for
all t > 0. Therefore, y(t) will remain bounded for all t > 0.

4- Let ai < a(t) < a < 0 and &i < b(t) < b < 0. Let’s construct a function 
y(t) —> —oo such that y(t) < y(t).

_ ebt

[(djfer) ~ a(n ~ 1) Jo n_1

= £(*)•

Let
7(t) = (eMn-D*  _ 1) ,

and then
7'(t) = a(n - lje61'"-1)'.

From above, < I < 0 and I' < 0 for all t > 0. I is decreasing for all i > 0. If
1

, thenn-1d<
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on [0, tf), where
tk — (1 -|----T r ] .

i>i(n—1) \ adn~lJ
Therefore, y(t) -> —oo as t -> tp Since y(t) < y(t), y(t) —> —oo as £ —> < £5.

To see boundedness for solution y(t), let’s construct a bounded function, y(t), 
such that y(t) <y(t).

e/otirft

Let
f(t) = 21 - 1) ,

and then
f'(t) = a1(n-l)e6<n~1’‘.

From above, < I < 0 and I! < 0 for all t > 0.1 is decreasing for all i > 0.

If c? > , then

for all t > 0. Therefore, If d > 
y(t) < y(i)t y(f) is bounded for all t > 0.

W > (^)
> n l j then y(t) is bounded for all t > 0. Since

□
Example Let’s consider the following initial-value problem, 

1 y'W = (i^py4 + (Wr) 

[ y(o) = d,

with two different values of d as investigated below.
Notice that

(6)

+ > 1 > 0
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and
6W = ^>2>0

are continuous for all t > 0. According to Theorem 3.1.1, the solution to problem (6) 
should blow up in finite time for any d > 0. The solution to problem (6) is

2/(4) =
e2t(f + l)

lot

If d = ^/10/7, then

[10 —3e10i]8 
where y(t) —> +oo as t —> = f^ln (^) .

If d — —1/2, then

y(t) =-------——,
[77 4-3e10t] 3 

which is bounded for all t > 0.

3.2 Case n = l Where p is an Odd Constant and q is an 
Odd Constant

Let us continue our investigation of the solution behavior of (1) when n = 2 > 1, 
where p is an odd number and q is an odd number. With this n, we obtain the solution

y(f) =--------------------- . _L.
[(tfi=r) “ (n “ x) Jo a(t)e(n_1) J"

The sign of solution y(t) will depend on the sign of d. If d is positive or nega
tive, then y(t) is positive or negative, respectively. Another important note is that the 
expression (n — 1) will be a rational number with an even numerator. Therefore, for any 
non-zero d, dn_1 > 0.

Theorem 3.2.1. The following is true for solution y(t) of (1) when n = | > 1, where p 
is an odd number and q is an odd number.

1. Let a(t) > a > 0 and b(t) > b > 0. If d > 0, then y(t) —> 4-do as t —> t&. If d < 0, 
then y(t) —> —oo as t fy.
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2. Let ai > aft) > a > 0 and bi < bft) < b < 0. If d > j " 1 5 then solution

yft) —> +oo as t —> t;,. If 0 < d < n_1 > t/ien solution yft) is bounded for all
t > 0.

If d < — "_1 j then yft) —> — oo as t —> t^. If 0 > d > — (iSf) n_1 > then

solution yft) is bounded for all t > 0.

3. Let aft) < a < 0 and bft) > b > 0. For any d, solution yft) is bounded for all t > 0.

/. Let aft) < a < 0 and bi < bft) < b < 0. For any d, solution yft) is bounded for all 
t > 0.

Proof. For each case below, if d = 0, then solution yft) = 0 for all t > 0.
1. Let aft) > a > 0 and bft) > b > 0. If d > 0, then solution yft) > 0 for all 

t > 0. We need to show that there exists a function yft) —> +oo in finite time, such that 
yft) > yft). Proof is the same as in Theorem 3.1.1 part 1. Therefore, solution yft) -4- +oo 
as t —> tb < tp

If d < 0, then solution yft) <0 for all t > 0. We need to show that there exists 
a function yft) —> —oo in finite time, such that yft) < yft).

Jobdi
y(t) -------------------- :----zz

ebt

[(d^r) “ a(n ~ 1) Jo e6Cn_1)^~] n_1
M

= »(*)•

I(i) = | p"’15' - 1) ,
Let

and then
I'(t) = a(n - l)ei,<n-1’t.
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From above, I(t) >0 and I'(t) > 0 for all t > 0. I is increasing for all t > 0. If d < 0, 
then (^t) > 0 and

J<‘>' (Gt)

on [0, £g), where

* = 6(n-l)Z" + ’
Therefore, y(t) —> — oo as t —> Since y(t) < y(t), y(t) -> —oo as £—>£(,<

2. Let a(t) > a > 0 and E>i < b(t) < b < 0. If we let d > n_1 5 then solution
y(t) > 0 for all t > 0. The proof for blow-up and boundedness on solution y(t) is the same 
as in Theorem 3.1.1 part 2. Therefore, if d > , then y(t) —> +oo as £—>£{, < £g.

If d < (^7) n_1 t then y(t) is bounded for all t > 0.

Now let’s construct a function y(t) —> —oo such that solution y(t) < y(t). Since 

we’re letting d < — "-1 > solution y(t) <0 for all t > 0.

yW < - [(^-(n-D/Jae^/oW]^

______________ _________________

[(d=r) “ a(n - T) Jo.eWn-lJMt] 

eM

= y(fi-

Let

and then

I(t) = A ,

Z'(i) = o(n - I)?1'""’’*.

From above, 0 < I < and I1 > 0 for all t > 0. I is increasing for all t > 0. If 

d < - n_1 ! then
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on [0, tf), where 
t5 = ln G + •

Therefore, y(t) —> —oo as t -> £§. Since y(t) < y(t), y(t) —oo as t —> < tg.
To see boundedness for solution y(t), let’s construct a bounded function, y(t),

such that y(t) < y(t).

j(t) = 21 (e6(n-D« _ ,
Let 

and then
j'(t) = ai(n-l)ei’<n-1)‘.

From above, 0 < I < and I' > 0 for all t > 0. 7 is increasing for all t > 0. 
If 0 < d < (7^ n~1 3 then

for all t > 0. This also implies that if 0 > d >

since dn_1 > 0 for any negative d. Therefore, if d > — n_1 > then y(t) is bounded for
all t > 0. Since y(t) < y(t), y(f) is bounded for all t > 0.

3. Let a(t) < a < 0 and b(t) > b > 0. Let’s consider any non-zero d. To 
show boundedness for y(t), let’s construct bounded functions y(t) and y0(t) such that 
y(t) < y(t) for when d > 0, and y0(t) < y(t) for when d < 0.
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y(t) <
e Jo

[(d^) - - 1) fo ae^-VfoMtdt] n_1

gJo b(i)dt

[(d^r) - a(n - 1) f*  e6!"-1)^]n_1

efo b(t)dt

and

Jj b(t)dt

y® >----------- ------------------------2c
[(+r) - (n - 1) Jo ae^~» X ^dt] "-1 

eJo*  &(t)dt

[(3+) - <»(n “ 1) Jo e«"-DW]

e/o b(i)dt

[(d^r)-f (ei’(n-1)f-1)]siT

= yottY

Let
Z(t) = _ 1)

for both inequalities above. Then,

l'(t) = a(n — l)e6(n 1^.

From above, I < 0 and I’ < 0 for all t > 0. I is decreasing for all t. For any non-zero d,

> 0

and
/W<0<(^) 

t
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for all t > 0. Therefore, y(t) and yo(t) are bounded for all t > 0. Therefore y(t) is bounded 
for all t > 0.

4- Let a(t) < a < 0 and bi < b(t) < b < 0. Let’s consider any non-zero d. To 
show boundedness for y(t), let’s construct bounded functions y(t) and yo(t) such that 
y(t) < y(f) for when d > 0, and y0(t) < y(t) for when d < 0.

and

efo

ebt

1

Let
Z(t) =

for both inequalities above. Then,

/'(t) = a(n - lje61'"-"1)'.

From above, I < 0 and I! < 0 for all t > 0. I is decreasing for all t. For any non-zero d,

(+d)«“x >0(-rf)n-l
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and

for all t > 0. Therefore, y(i) and y0(t) are bounded for all t > 0. Therefore y(t) is bounded 
for all t > 0. □

Example Let’s consider the following initial-value problem,,

I + (7)

| 2/(0) =

with two different values of d as investigated below.
Notice that

= (t+1)2/5 - 1 > °

and

which are continuous for all t > 0. According to Theorem 3.2.1, the solution to problem 
(7) should blow up in finite time for any non-zero d. The solution to problem (7) is

= ±
e4t(t +1)

+ _2_P13t/5p
T 13 13e J

5 ‘

If d = 1/32, then 
e4t(i + l)

2/(t) 5 ?
[§-ih13t/5?

where y(t) —> +oo as t —> tb = Ata(27).
If d = -1/243, then

2/W = ~
e4t(t+l)

where y(i) —> —oo as t —> = ^in(119/2).
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3.3 Case n — Where p is an Odd Constant and q is an
Even Constant

In this final section on Bernoulli IVPs with variable coefficients, we’ll consider 
n = 2 > 1, where p is an odd number and q is an even number. Clearly, the expression 
(n — 1) will be a rational number with an even denominator. This implies dn~[ is defined 
only on d > 0. We can expect that when d < 0, solution of (1) will not exist. Unbounded 
growth will only occur when d > 0. In this section, the expression will be a rational 
number with an odd denominator. Therefore, we obtain the solution to (1) as

y® =--------------------- t-----------—
[(Ar) - (" - 1) Jo ”’1

Theorem 3.3.1. The following is true for solution y(t) of (1) when n = > 1, where p
is an odd number and q is an even number.

1. Let a(t) > a > 0 and b(t) > b > 0. If d > 0, then solution y(t) —> 4-oo as/. —> tb. If 
d = 0, then solution y(t) is bounded for all t > 0.

2. Let ai > a(t) > a > 0 and bi < b(t) < b < 0. If d > "_1 » then solution
y(t) —> Too as t —> tb-

If$<d< n_1 , then solution y(t) is bounded for all t > 0.

3. Let a(t) < a < 0 and b(t) > b > 0. For any positive d, y(t) does not blow up in
finite time.

4. Let a(t) < a < 0 and bi < b(t) < b < 0. For any positive d. y(t) does not blow up in 
finite time.

Proof. For each case below, if d — 0, then solution y(t) = 0 for all t > 0.
1. Let aft) > a > 0 and b(i) > b > 0. Proof is same as in Theorem 3.1.1 part 

1 for when d > 0. Therefore, y(t) —> Too as t —> fy. If d < 0, then (^=t) is undefined. 
Therefore, solution y(t) does not exist. Therefore, y(t) does not blow up in finite time.

2. Let ai > aft) > a > 0 and bi < b(t) < b < 0. Proof is same as in Theorem
1 1

3.1.1 part 2 for when d > f-y1) ” 1 and d < " 1 ■ Therefore, y(t) —> Too as t —> 
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and yft) is bounded for all t > 0, respectively. However, if d < 0, then (^r) is undefined. 
Therefore, solution yft) does not exist. Therefore, y(t) does not blow up in finite time.

3. Let a(t) < a < 0 and 6(t) > b 0. Proof is same as m 'Theorem 3.2. X part 3 
for when d > 0. Therefore, yft) is bounded for all t > 0. If d < 0, then (^tr) is undefined. 
Therefore, solution yft) does not exist. Therefore, yft) does not blow up in finite time.

/. Let aft) < a < 0 and bi < bft) < b < 0. Proof is same as in Theorem 3.2.1 
part 4 for when d > 0. Therefore, yft) is bounded for all t > 0. If d < 0, then (^tr) is 
undefined. Therefore, solution yft) does not exist. Therefore, yft) does not blow up in 
finite time.

□
Example Let’s consider the following initial-value problem,

< 3/W = (l+t) v*  + (irr) y 
y(0) = d,X

(8)

with two different values of d as investigated below.
Notice that

2>a(t) = ^>i>°

and
-2 < bft) = —t — 2-—- < -1 < 0 t + 1 “ 

for all t > 0, and

= (2/1) WT = 4

and

According to Theorem 3.3.1, the solution to. problem (8) will blow up in finite 
time for any d > • The solution to problem (8) is

yft) =
ft + l)-^-* 

[(dTi) + TCTi - j

If d = 9, then

2’
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where y(f) —> +oo as t —> tb ~ 0.443712.
Now for y(t) to be bounded, Theorem 3.3.1 says to consider any d such that

0 < d <
— b\ n-1 
ai J

If d = 1 /9, then

which is bounded for all t > 0.
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Chapter 4

Conclusion

Long term behavior of Bernoulli IVP with constant coefficients has been com
pletely investigated. We now know the conditions on the coefficients and initial values 
that lead to the unbounded growth of solutions in finite time. This information can be 
used to investigate behavior of more complicated problems. For example, we investigated 
behavior of solutions for some Bernoulli problems with variable coefficients. Comparison 
theorem can be applied to extend the results to other nonlinear ordinary and partial 
differential equations.



30

Bibliography

[C0I68] Randal H. Cole. Theory of Ordinary Differential Equations. Apple-Century- 
Crofts, New York, New York, 1968.

[Kli72] Morris Kline. Mathematical Thought from Ancient to Modem Times Volume 2. 
Oxford University Press, New York, New York, 1972.

[Ost68] A. Ostrowski. Differential and Integral Calculus. Scott, Forsman and Company, 
Glenview, Illinois, 1968.

[Sas] John E. Sasser. History of Ordinary Differential Equations: The First Hundred 
Years. University of Cincinnati.


	Behavior of solutions for Bernoulli initial-value problems
	Recommended Citation


