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ABSTRACT

Our interconnectedness with technology is a central 

tenet of posthuman theory. Donna Haraway suggests that this 

interconnectedness should not only be welcomed but that, 

through our dependence on and use of machines, we are 

already hybrids. Thus, we should not seek to cling to a 

humanist model of the human subject. Rather, we must begin 

to envision ourselves as the posthuman subjects we already 

are. Yet, because we are already posthuman, it is difficult 

to see what it means to be posthuman. Best known as the 

creator of The Simpsons, Matt Groening offers us a way to 

understand and critique our posthuman subjectivity in his 

animated series Futurama.

Set in New York in the year 3000, Futurama follows the 

adventures of Philip J. Fry and his friends. Fry is a 20th 

century pizza delivery boy who finds himself having to cope 

with life in the future after awakening from a 1000 year 

cryonic "nap." To this point, Futurama has, unfortunately, 

received little scholarly attention. In this thesis, I 

offer an explanation of posthuman theory along with a close 

analysis of both Fry and the robot Bender. These analyses 

respectively show how we are already posthuman as well as 

the material limitations of posthuman subjectivity.
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Ultimately, I argue that through its humorous exploration 

of current (American) culture, Futurama offers us a way to 

both view and cope with our current posthuman state and our 

posthuman future.
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CHAPTER ONE

FUTURAMA AND THE POSTHUMAN

When Matt Groening's Futurama was originally pitched 

to FOX Network executives, they erroneously conceived of 

the series as The Simpsons in the future. Instead, 

Groening's new pet project introduced the executives to a 

future rife with aliens, mutants, and smart-alecky robots 

living side by side with humans. Despite some network 

resistance—mainly because Groening insisted on creative 

autonomy—Futurama debuted in 1999. Futurama immediately 

garnered a cult following amid the glut of prime-time 

animated series which included The Family Guy, Filbert, 

King of the Hill, South Park, and, of course, The Simpsons. 

Since its early demise—greatly lamented by fans—in 2003, 

Groening's Futurama, which takes its name from the 1939 and 

1964 New York World's Fair exhibits, has only grown in 

popularity thanks to syndication and the release of four 

feature-length motion pictures designed to bring the series 

to a "proper" close.1

1 On 8 June 2009, Comedy Central confirmed that Futurama will be 
returning to network television. Comedy Central has ordered thirteen 
new episodes of the series, which are slated to premiere in 2010.

1



Like its World's Fair predecessors, Groening's 

Futurama offers a glimpse of the future. Or, in the words 

of the 1939 New York World's Fair promoters, Futurama 

offers us a glimpse of the "world of tomorrow" (Building 

the World 5). The World's Fair exhibits of 1939 and 1964 

assumed that the world of tomorrow would be built with—and 

thus retain in part—tools and aspects of the world of 

today. Groening's Futurama is no exception and capitalizes, 

as did its World's Fair predecessors, on the available 

technologies of the day. Our world now contains 

technologies which allow- us to communicate without ever 

seeing a person face-to-face, purchase food, clothing, and 

even homes or cars online, and to attend school and receive 

academic degrees without setting foot in a physical
If - ' -J

classroom.- Advances in biotechnology have especially 

blurred the lines between human and machine as pacemakers, 

insulin pumps, cochlear implants, and the use of prosthetic 

limbs have become almost routine. Biotechnology and 

(advanced) robotics specifically have made determining what 

counts as human more fluid and thus more difficult to 

ascertain. This difficulty, combined with both the rapid 

acceptance and rapid growth of technological innovations, 

can produce anxiety.
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Francis Fukuyama both acknowledges and warns about 

technology-induced anxiety in his book Our Posthuman 

Future. He writes, "[The] deepest fear that people express" 

about technology is that "in the end, biotechnology will 

cause us in some way to lose our humanity—that is, some 

essential quality that has always underpinned our sense of 

who we are and where we are going" (101). Unfortunately, 

this quality remains unarticulated, which means that we may 

not recognize if the quality has been lost, though we may 

not be able to recognize the loss until we can name this 

essential quality. "Worse yet," Fukuyama continues, "we 

might make this change without recognizing that we had lost 

something of great value" (101). And yet, if we shun or 

reject technological advances, we may be losing something 

of even greater value. Perhaps our increased use of and 

dependence on technology will allow, and perhaps force, us 

not only to adapt, but to continuously reinvent ourselves 

as technologies advance and change. Indeed, it may be this 

ability to reinvent ourselves that proves to be the 

"essential quality" of humanity Fukuyama seeks to 

articulate. If so, this ability will become increasingly 

critical as our subjectivity becomes increasingly 

imbricated with biotechnology and robotics.
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In his book We Have Never Been Modern, cultural 

studies theorist Bruno Latour discusses the imbrication of 

human subjectivity with science and technology. While 

Latour speaks on a general level, his claim suggests that, 

whether we realize it or not, we are continually shaped by 

our interactions with technologies such as biotechnology 

and robotics. This interconnectedness is a central tenet of 

posthuman theory. Donna Haraway argues that this 

interconnectedness—this hybridity—should be welcomed. She 

envisions a world where "people are not afraid of their 

joint kinship with...machines, [and are] not afraid of 

permanently partial identities" (154 emphasis added). In 

other words, we should not seek to cling to a humanist 

model of the human subject. Rather, we should "take 

pleasure in the confusion of boundaries," particularly 

those between human and machine (150 original emphasis). To 

Haraway, boundaries are flexible and are created or 

dissolved as needed. Yet, despite N. Katherine Hayles's 

insistence that we have already become posthuman, many 

people still cannot picture a future where we live side by 

side with autonomous intelligent machines, or find such a 

potential world frightening. What follows is a discussion 

of the impact and importance of the New York World's Fair
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Futurama, exhibits followed by an explanation of posthuman 

theory which will show how both World's Fair exhibits and 

Groening's Futurama either anticipated or illustrate 

posthuman sensibilities. Ultimately, I argue in this thesis 

that Matt Groening's Futurama mediates our relationship 

to/with the posthuman by offering us a way to view our 

posthuman future which, in turn, enables us to come to 

terms with our current posthuman state.

The 1939 New York World's Fair was not the first in 

which the future was linked with technology, but no Fair 

before it "had been so explicitly, so self-consciously 

identified with the future" (Corn 45). In the official 

guidebook to the 1939 Fair, Fair president Grover Whalen 

writes, "The eyes of the Fair are on the future...in the 

sense of presenting a new and clearer view of today in 

preparation for tomorrow" (Building the World 36). In the 

spirit of this preparation, the Fair was going to "show the 

most promising developments of production, service, and 

social factors of the present day in relation to their 

bearing on the life of the great mass of the people" 

(Building the World 36). These developments included 

technological advancements, especially those in the realm 

of transportation, both of people and goods, that promised 

5



to make life easier and simpler. Yet even as they looked to 

a technology-laden future, the Fair designers wished to 

glorify human accomplishments and showcase the "the picture 

of the interdependence of man on man" (Building the World 

5). This interdependence was signified by the creation, 

sale, and exchange of machines and other technologies that 

would improve living conditions for all concerned. Indeed, 

for all of its emphasis on the future, we cannot—and should 

not—overlook the capitalistic undertones of the 1939 Fair. 

Indeed, it was the promise of expanded commerce and further 

technological innovations, both of which would contribute 

to better standards of living, which helped to sell the 

Fair designers' vision of the World of Tomorrow.2

2 The underlying capitalist economics of both the World's Fair exhibits 
and Groening's Futurama is worthy of its own exploration which, 
unfortunately, the limited scope of this project does not allow. A 
discussion of capitalism may, however, figure into specific discussions 
throughout the project.
3 The gendering of Elektro suggests that even in 1939, people wanted 
mechanical creatures with which they could interact comfortably. Thus,

Two exhibits are of particular note in the 1939 Fair: 

Westinghouse Electric's "mechanical man" Elektro and the 

General Motors exhibit Futurama, arguably the centerpiece 

of the 1939 Fair. Elektro was a seven foot tall, 264 pound 

walking, talking, and smoking robot with which the audience 

could interact, albeit in limited ways.3 He responded to 
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specific commands issued by an operator through a telephone 

and he could tell his own story via a 78-rpm record player 

embedded in his chest. Elektro's hands could also move 

enough for him to count on his fingers, though he was not 

completely dexterous. Elektro is particularly fascinating 

because he is one of the first robots to appear after the 

actual coining of the term by Karel Capek in his 1921 play 

R.U.R. (Rossum's Universal Robots),* 4 Elektro was limited, 

however, in his interactions and capabilities. He was not 

autonomous and did not react to his environment on- his own. 

Even with these limitations, though, Elektro gave Fair 

goers—some of whom would parent future roboticists—a vision 

of life with humanoid mechanical creatures.

Elektro needed to be gendered and then interact with "his" environment 
accordingly. Also, Elektro's humanoid form contributes to his 
approachability. To view a demonstration of Elektro's capabilities, see 
the DVD of The Middleton Family at the New York World's Fair. An 
excerpt from this film devoted to Elektro can be found on YouTube under 
the title of "Elektro the Smoking Robot: 1939 New York World's Fair."
4 Capek's play highlights a relationship between humans and robots, or 
artificial creatures, which results in the ultimate destruction of the 
human race. Elektro's history is traced in James Renner's article 
"Robot Dreams: A Man's Quest to Rebuild His Mechanical Childhood 
Friend." In this article, Renner details how Westinghouse began work on 
robots as early as 1924, leading to Elektro's display in the 1939 New 
York World's Fair.

As captivating as Elektro was, General Motors stole 

the spotlight with its transportation-themed exhibit
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Futurama.5 Housed in its own building, Futurama shuttled 

visitors through a fifteen minute guided tour of the World 

of Tomorrow on motorized, air-conditioned seats. Futurama 

visitors were told that "since the beginning of 

civilization, transportation has been the key to Man's 

progress—his prosperity—his happiness" (Saab 201).

5 For more information on the exhibit itself, see the GM pamphlet 
Highways and Horizons and the official guidebook of the 1939 New York 
World's Fair: Building the World of Tomorrow. Multiple DVDs and other 
books are available on both GM's Futurama as well as the 1939 Fair 
itself.

Futurama took visitors, who waited up to two hours or more 

to see the exhibit, into the world of 1960—only 21 short 

years into the future. The ride culminated in a glimpse of 

a future city where advancements in transportation and 

infrestructure—primarily multi-lane highways and better, 

faster cars—allowed city workers to separate home life and 

work life. The city became the place of business; the 

suburbs, or more preferably the country, became the place 

of domesticity. Cities were optimized for automobiles and 

highways were straight and efficient, cutting the shortest 

paths possible between work and home.

It is important to remember that the Futurama exhibit 

offered only a version of the world of tomorrow. The Fair 

designers claimed only to offer visitors the "best
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available tools" with which the visitors could "build the 

world of tomorrow" (Building the World 36) . According to 

the Fair designers, these tools—particularly technological 

advancements or, more importantly, the promise of 

technological advancements—would "result in a better world 

of tomorrow" (Building the World 36) . "Yours is the choice" 

to build this city, the designers said, leaving it up to 

visitors -and us along with them—to- either accept the 

visions of a technology-laden and dependent society or set 

aside current and promised innovations to maintain the 

status quo (Building the World 36).

Incredibly, some of the World of Tomorrow envisioned 

in the 1939 Futurama exhibit became reality before General 

Motors reprised the exhibit in the 1964 New York World's 

Fair. Between 1939 and 1964, automotive technologies 

improved, specifically those that allowed for faster speeds 

and increased engine power. Cars and car culture began to 

spread across the United States, necessitating changes in 

infrastructure. These changes were enacted in The Federal- 

Aid Highway Act, which created the Interstate system and 

was signed into law by President Dwight D. Eisenhower in 
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1956.6 Since then, the interstate system "has been part of 

[American] culture—as construction projects, as 

transportation in our daily lives, and as an integral part 

of the American way of lji.fe."7 Another important development 

for transportation—or potential transportation—was entering 

space. The Soviet Union's launch of Sputnik I in 1957 

heralded the beginning of the space race and spurred the 

United States into action, resulting in the launch of 

Explorer I only eighty-four days after Sputnik I. Both 

Russia and the United States have since maintained a 

presence in space, leaving open the possibility of humans 

more permanently inhabiting space in the future.

6 For more on the development of the interstate, see the Department of 
Transportation site: "History of the Interstate." For a critical 
investigation of car culture, see Jane Holtz Kay's 1998 work Asphalt: 
Nation or John Jakle and Keith Sculle's 2004 work Lots of Parking: Land 
Use in a Car Culture.
7 This discussion can be found at the Department of Transportation's site 
"History of the Interstate."

Futurama II, exhibited at the 1964-65 New York World's 

Fair, incorporated and capitalized on the then recent 

forays into space to showcase how life might be in space 

and other extreme habitats. Set in 2024, Futurama II—like 

its 1939 predecessor—claimed and illustrated that "mobility 

[is] the key to human advancement" (Let's Go 3). Visitors 

to Futurama II, some of whom may have seen the 1939 exhibit 
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as children or adolescents, sat in comfortable, moving 

chairs and were "whisked through the darkness of outer 

space" to view lunar exploration bases, a manned space 

station and finally "the outline of [Earth's] continents 

and oceans" (Let's Go 5). Once back on Earth, exhibit-goers 

visited various human settlements in diverse and extreme 

habitats. Safe in their comfortable chairs, they burrowed 

into the Antarctic ice caps, relaxed in underwater resorts, 

watched as the rainforest was tamed, and reveled in "the 

graceful beauty of multi-lane highways which have tunneled 

through towering crags and swept across awesome canyons" in 

the desert (Let's Go 7).

An underlying assumption of both Futurama and Futurama 

II is that without advancements in transportation, human 

advancement is not possible. Both exhibits showcase this 

assumption in the concluding portion of their show: the 

city of the future._ In 1964, visitors glimpsed the 

Metropolis of Tomorrow, which was "planned and organized 

for the greatest utilization of space, facilities and 

people—with emphasis on mobility" (Let's Go 7). Both 

cities of the future were carefully planned and executed on 

a scale model to showcase machines, particularly GM's 

latest products. Residents of both cities, then, may have 
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lived somewhat mechanical lives, bound by the schedules of 

buses, trucks, cars, spaceships, etc. Technology would have 

dictated the pace of living. In short, humans would have to 

come to irrevocably rely on increasingly sophisticated 

machines in order to sustain their way of life. While more 

evident in 1964's Futurama II exhibit, the 1939 Futurama 

also shows, or at least anticipates, such reliance.

Our reliance on technology has only increased in the 

forty-plus years since the 1964 New York World's Fair. 

Arguably, part—if not most—of what makes us who we are as 

human is our relationship with science and technology. 

Indeed, Athena Athanasiou reminds us that we should "look 

at technology not as an organic instrumental totality of 

fulfillment or alienation, but rather as a condition of the 

human and the fractionings that form the scarred horizon of 

its cultural signification" (125 emphasis added). Though 

Athanasiou's use of "technology7 seems to allow for a broad 

definition of the term, she quickly narrows her focus to a 

discussion of biotechnologies and the resulting 

biopolitics, suggesting that the technologies that have the 

potential and/or ability to augment the body are those that 

require both attention and regulation. Both biotechnology 

and advanced robotics have the potential to dramatically 
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affect the (re)configuration of the human subject and will, 

for the bulk of this project, constitute the term 

"technology." I argue along with Donna Haraway, N. 

Katherine Hayles, and Rodney Brooks, among others, that 

human subjectivity is inextricably and irrevocably linked 

with technology.

Indeed, our interconnectedness with technology is 

central to the posthuman, which Eugene Thacker describes as 

"a means of managing the human and the technological 

domains" (93).8 Thacker continues, "Posthumanism is, in a 

sense, an ambiguous form of humanism, inflected through 

advanced technologies" (93). For the purposes of this 

project, the posthuman assumes that the human subject is 

irrevocably dependent on some form of biotechnology and/or 

robotics. Such an association both disrupts the liberal 

humanist model and signifies its imminent obsolescence. To 

understand more fully what this may mean, we must briefly 

revisit what is meant by humanism and/or the liberal 

humanist model.

8 For the purposes of this project, the terms (the) posthuman, posthuman 
theory, and posthumanism can and will be used interchangeably.

A major assumption of the liberal humanist model is 

that "the human is defined by its separation from the 
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world, that it has an inferiority that is set off against 

the exteriority of the objective outside world" (Mansfield 

23). Or, what makes humans human is an inner self that is 

or can be shielded from outside influences such as other 

humans and technology. By maintaining this separation, 

humans have the ability to observe the world and, 

ostensibly, remain unaffected by what goes on in it. 

Posthumanism does not seek to recuperate or rehabilitate 

this model of subjectivity, even though it may not 

necessarily be willing to give up some notion of what may 

constitute "the human." Rather, the posthuman seeks to 

articulate what does constitute the human subject, 

particularly in conjunction with biotechnology and advanced 

robotics. Thacker writes, "On the one hand, the posthuman 

invites the transformative capacities of new technologies," 

which would require the interaction with outside influences 

previously shunned by the liberal humanist model (94). In 

the posthuman, then, we see that technology is not 

something to shun or revile. Rather, technology is one of 

many things that can and does contribute to the 

configuration of the human subject.

Thacker complicates his own definition of the 

posthuman, however. He writes, "The posthuman [also] 

14



reserves the right for something called 'the human' to 

somehow remain the same throughout [the] transformations" 

invited by new technologies (94). According to Thacker, 

then, posthumanism seeks to preserve some "essential" 

humanness even in the face of the (potential) 

transformation of what counts as human. Unfortunately, 

Thacker, like Fukuyama, fails to articulate what this 

"essence" may be, further obscuring what constitutes the
/

posthuman subject. What may help us is to remember that in 

the posthuman, nothing can be labeled for certain. N.

Katherine Hayles claims that the terms "'human' and 

'posthuman' coexist in shifting configurations that vary 

with historically specific contexts" (6). In other words, 

we can call ourselves "human" in one context and 

"posthuman" in another context, dependent, perhaps, on the 

extent of our relationship with biotechnology and advanced 

robotics. Indeed, it may be this ability to continually 

redefine ourselves that persists as we move away from the 

liberal humanist model toward a posthuman way of thinking.

The cyborg, defined by Donna Haraway as a "hybrid of 

machine and organism," is a governing image of the 

posthuman (149). The cyborg blurs boundaries, particularly 

those between humans and machines, and this blurring 
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(potentially) allows us to inhabit multiple subject 

positions simultaneously. Haraway welcomes this hybridity 

and urges us to take pleasure in, or at least learn to be 

unafraid of, both the blurring of boundaries and a state of 

permanent partialness (150, 154). This permanent 

partialness does not have to be literal, however. Haraway 

does not specify that the machine and organism need to be 

permanently grafted together in a singular body. Rather, it 

is the dependence of the organism on the machine that 

renders the organism a cyborg. Our increasing dependence 

on technology in our everyday existence shows us already to 

be the hybrids Haraway describes. We are in some ways 

unable to function without our machinic parts, however 

simple the machine may be; this inability to function 

without the machine irrevocably makes us cyborgs. Thus, we 

have lost our organic innocence because we no longer depend 

solely on nature and, in some cases, have supplanted nature 

in our quest to optimize our functionality. We are, then, 

in a "cyborg world" and, accordingly, must begin to live in 

connection with all of our Others, especially our machinic 

Others {Haraway 156).

Hayles supplements Haraway's conception of the cyborg 

with her claim that "central to the construction of the 
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cyborg are informational pathways connecting the organic 

body to its prosthetic extensions" (How We Became 2). Like 

Haraway, Hayles does not specify that these extensions be 

permanently affixed to the body. Ultimately, for Hayles and 

Haraway, the cyborg cannot or should not be made to inhabit 

an either/or binary. Rather, the cyborg employs an "and" 

function while simultaneously inhabiting multiple spaces. 

This multiplicity is fundamental to the posthuman as 

advancing technologies, which have already made us adept 

multi-taskers, create even more spaces for us to inhabit.

Hayles takes issue with the described cyborg, however, 

because it presumes not only that information can be 

separated and is separable from the body but also that 

information can remain unchanged after the separation 

occurs. She writes, "This conception of the cyborg presumes 

a conception of information as a (disembodied) entity that 

can flow between carbon-based organic components and 

silicon-based electronic components to make protein and 

silicon operate as a single system" (2). While Hayles does 

not insist on a literal cyborg, she does insist that 

materiality is an integral part of subject configuration, 

whether that material is flesh and/or metal. For Hayles, 

information and the body cannot and should not be 
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separated; to do so fundamentally changes both the 

information and the body, regardless of substrate. In this 

vein, Hayles warns, "When information loses its body, 

equating humans and computers is especially easy, for the 

materiality in which the thinking mind is instantiated 

appears incidental to its essential nature" (How We Became 

2). In other words, the conflation of humans and computers 

via disembodied information ignores, or worse, negates the 

material distinctions between the two, suggesting that 

information is all that matters and that a body, at best, 

is extraneous.

Hayles argues that in both the posthuman present and 

the posthuman future, human subjectivity is bound with 

machines. She claims that a posthuman existence "configures 

human, being so that it can be seamlessly articulated with 

intelligent machines" (How We Became 3). This suggests at 

least three things about the posthuman: humans and machines 

could live side by side as equals; humans and machines 

could depend on each other for survival; the lines between 

human and machine are so blurred as to have disappeared. 

Hayles continues: "In the posthuman, there are no essential 

differences or absolute demarcations between bodily 

existence and computer simulation, cybernetic mechanism and 
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biological organism, robot teleology and human goals" (3).

Thus, it may be difficult to tell when/where the human ends 

and the machine begins or vice versa. It may even be 

difficult to tell if a human is an "actual" human or merely 

a simulation. Ultimately, in the posthuman, humans will be 

so interconnected with machines that we will be unable to 

conceive of ourselves without taking machines into account. 

Some of these machines could be so humanlike that we will 

accord them human rights, equating their existence with our 

own. Although we already live in tandem with machines, we 

have yet to create a fully autonomous, intelligent machine 

that could co-exist with us as an equal.

For now, autonomous intelligent machines exist as our 

equals only in science fiction. Rodney Brooks claims that 

there are "machines of science fiction, and there are the 

machines we live with. [These are] two completely different 

worlds. Our fantasy machines have syntax and technology" 

and can thus interact with us on a level to which we are 

accustomed. Additionally, Brooks claims that "what 

separates people from animals is syntax and technology" 

(1). It would seem, then, that when our machines attain 

syntax, then they would, could, or should be considered, if 

not people, then at least artificial people. When this 
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happens, it will become more difficult to say with 

certainty what counts as human. Brooks goes on to claim 

that "in just twenty years the boundary between fantasy and 

reality will be rent asunder. Just five years from now 

[2001,] that boundary will be breached in ways that are as 

unimaginable to people today as daily use of the World Wide 

Web was ten years ago" (5). Breaking this boundary depends 

on how easily humans will interact with advanced robots. 

This interaction depends at least in part on robots that 

are both embodied and situated. For Brooks, situatedness 

and embodiment are fundamental to a robot's successful 

interaction with their environment: "Having a body 

provide[s] a natural grounding" for robots to interact with 

their world and allows the robot to be situated, or to 

"exist in an environment and react to it" (67, 69). Robots 

that are both embodied and situated have more potential for 

autonomy. The more representations we have of helpful 

and/or benign autonomous machines—such as those in Matt 

Groening's Futurama—the greater the chance of accepting the 

realization of these creatures, should they ever come to 

be.

To further emphasize both the importance and 

consequences of situated embodiment, Brooks discusses the 
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work of George Lakoff and Mark Johnson. According to 

Brooks, Lakoff and Johnson "have argued that all of our 

higher-level representations of language and thought are 

based on metaphors for our bodily interactions with the 

world" (67). For example, we can speak of the warmth of 

someone's love because we have felt someone's body heat in 

an embrace; we can discuss the passage of time because we 

are mobile. Brooks claims, "Each [of our] time metaphors is 

rooted in an understanding of the physics of the world and 

how we can move about in it" (67). Thus, not only does a 

body matter but the form of a body also matters, 

particularly if we desire an artificial creature who shares 

our understanding of the world around us, which our 

"fantasy machines" would. To this end, Brooks argues that 

our fantasy machine "will have to develop the same sorts of 

metaphors, rooted in a body, that we humans do. For this 

reason, it is worth exploring the building of a robot with 

human form" in addition to other types of robots to perform 

other, perhaps less interactive but nonetheless important, 

functions (67).

Like Brooks, Hayles insists that embodiment and 

situatedness are important aspects of being, particularly 

if we can shift from "human" to "posthuman" dependent on 
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context (How We Became 6). One of Hayles's concerns is that 

the "posthuman view privileges informational pattern over 

material instantiation" (How We Became 2). The privileging 

of the informational over the material may imply that 

changes in the body would not affect informational patterns 

or flows. A missing limb, for example, would make no 

difference to the body's flow of information because the 

limb never contributed to the flow of information. Rather, 

the limb was simply an appendage carrying out instructions. 

Hayles, however, contends that information changes from 

body to body. Thus, the loss of a limb profoundly affects 

the body's informational flow because the limb was 

providing sensory input to the body. Instead, the body (and 

individual) becomes hyperaware of the missing limb because 

the information provided by the limb is no longer 

available. Indeed, the situation becomes more complicated 

when a prosthetic limb is substituted for the "natural" 

limb.

Though a prosthetic arm could take the place of a 

"natural" arm, for example, its use requires concentrated 

effort and careful attention. The prosthetic arm disrupts 

the inward flow of information to the body because the user 

must consciously direct the movement of the prosthetic arm 
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and must ensure that the prosthesis does its job, where the 

use of a "natural" limb would require no such effort.

Hayles does allow, however, that we can learn to use a 

prosthetic limb as smoothly as a natural limb, and, perhaps 

even come to see the prosthesis as natural. This is 

possible if we subscribe to another assumption which Hayles 

claims undergirds a posthuman view. She writes, "The 

posthuman view thinks of the body as the original 

prosthesis we all learn to manipulate, so that extending or 

replacing the body with other prostheses becomes a 

continuation of a process that began before we were born" 

(How We Became 3). Hayles maintains that materiality and 

information cannot be separated without consequence; the 

presence of a new prosthesis will change the flow of 

information through and around the body.

We, then, are not separable from our environment as 

the liberal humanist model would suggest. Rather, we are 

simultaneously material and informational beings, 

ultimately rendering us permanently partial and, thus, 

already the cyborgs and posthuman beings Haraway and Hayles 

claims that we are. For Hayles and Haraway, the loss of the 

liberal humanist subject is not something to mourn. Rather, 

it is something to first acknowledge and eventually 
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celebrate. Both Hayles and Haraway see machines as our 

future. Additionally, they see a progressive interaction of 

humans and machines, perhaps to the point where Hayles's 

vision of a seamless articulation between humans and 

intelligent machines occurs (How We Became 3). Indeed, 

Haraway hopes that we will "take pleasure in the confusion 

of boundaries" as we advance in(to) the posthuman (150 

original emphasis).

We may not realize it, but we already engage in the 

pleasure Haraway anticipates. We spend much of our 

discretionary time with interactive machines, particularly 

videogames and computers. Indeed, we are so accustomed to 

our interactions with machines and the pleasure we derive 

from them, that it takes something like Matt Groening's 

Futurama, which depends on our immersion into the world of 

machines, to make us realize what we already have and where 

we may be headed. In Futurama, for example, robots—a 

staple of science fiction which often acts as a metaphor or 

stand-in for humans—are ubiquitous and are even treated as 

world citizens; this citizenship includes the right to 

vote, provided the robot is not a convicted felon.9 Rodney 

9 In the episode "A Head in the Polls" Bender is not allowed to vote in 
the upcoming Presidential election. Fry assumes Bender cannot vote
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Brooks writes, "Many people have thought about the 

consequences" of robots that are more intelligent than 

humans, and "in general there have been two sorts of 

prominent views of what the future may hold: one is 

damnation" or dystopia and "one is salvation" or utopia 

(198). A dystopian or damnation paradigm contains machines 

that can repair and reproduce themselves, that have 

intelligence but no emotions and thus no empathy for 

humans, that have a desire to survive and control their 

environment to ensure their survival, and that, ultimately, 

we will be unable to control when they make decisions 

(Brooks 200). This paradigm is featured in such films as 

Blade Runner and The Terminator series. The utopian or 

salvation paradigm, on the other hand, holds that 

"intelligent robots will provide a path to immortality" 

(Brooks 204). This paradigm also offers scenarios in which 

robots will explicitly seek to become more like humans and 

achieve equal standing with humans. We see this paradigm in 

such films as Artificial Intelligence: A. I., and I, Robot.

Matt Groening's Futurama, on the other hand, 

illustrates a third paradigm which Brooks calls the "null 

because Bender is a robot. Bender corrects Fry's assumption: "Nope.
Convicted felon." This suggests that robots, at least in Futurama, are 
subj ect to law.
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alternative" (209). In this alternative, "not much is going 

to happen that is different than the past. The foreseeable 

future will be much like the recent past. The very 

increasing pace of innovation and change that we have all 

experienced will just continue" though it may slow down to 

something more manageable (Brooks 209). In depictions of 

this alternative, the future is not frightening. On the 

contrary, the future is familiar, underscored by many 

elements of today, ranging anywhere from government' to 

economic and social structures, but always including some 

level of technological dependence. It is even possible that 

we would forget that we are seeing the future. Brooks 

claims that under the "null alternative, the third 

millennium will be rather like the second, but with even 

better plumbing" (210). In this vein, perhaps the fourth 

millennium which we see in Futurama will be much like the 

third with out-of-this-world plumbing.

Futurama follows the (mis)adventures of Philip J. Fry, 

a 20th century pizza delivery boy who was cryogenically 

preserved by accident after stumbling into a preservation 

chamber during a New Year's Eve delivery. He wakes up 1,000 

years later on December 31, 2999 to a new New York "that is 

equal parts George Jetson and George Orwell" (Hamilton 1).
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In this new New York, "the cross-town bus is no more; in 

its place is a pneumatic tube that whisks commuters to 

their destinations—and slams them into walls when they get 

there" along with Radio City Mutant Hall and Madison Cube 

Garden instead of Radio City Music Hall and Madison Square 

Garden (Hamilton 1). Upon his waking in the future, Fry 

becomes our vicarious link to this future. By watching Fry 

adapt to his surroundings—and he adapts with surprising 

aplomb and enthusiasm—we adapt to Groening's vision of a 

world of tomorrow built with and incorporating the tools of 

today.

One of Fry's first tasks in this new future is to find 

a job, which he eventually does at Planet Express, an 

intergalactic delivery company loosely based on FedEx. It 

is at Planet Express, and through its varied delivery jobs, 

that we see the extent of Groening's future. In this future 

humans coexist not only with robots, but with mutants and 

aliens. Fry's friends and coworkers at Planet Express 

include all four categories of beings. Along with Fry, the 

human contingent consists of Hermes Conrad, an anal- 

retentive bureaucrat and Jamaican Olympic-class limbo 

player, who manages the office; 160-year old inventor 

Professor Hubert Farnsworth, Fry's (30x) great-nephew, who 
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owns Planet Express; and Amy Wong—a Martian engineering 

intern of Chinese descent whom the Professor employs 

because "she has the same blood type" as he does ("The 

Series Has Landed").

Mutants, aliens, and robots are represented by Leela, 

Dr. Zoidberg, and Bender respectively. Turanga Leela is the 

pilot of the Planet Express delivery ship. She is a 

cyclopean humanoid mutant whose parents abandoned her at an 

orphanarium (a cross between an orphanage and sanitarium) 

so she would have a better life.10 Dr. John Zoidberg, staff 

doctor, is a bipedal, lobster-like crustacean from the 

planet Decapod 8 and suffers from an inferiority complex 

and lacks knowledge of basic human anatomy.11 Finally, 

Bender Bending Rodriguez is a walking, talking, smoking, 

womanizing robot, possibly descended from Elektro, the 

walking, talking, smoking robot from the 1939 New York 

World's Fair. Like all robots in Futurama, Bender requires 

10 In Futurama, mutants live underground in New New York's sewer system 
and are not allowed up on the surface except when granted a once-in-a- 
lifetime one-day pass as seen in the episodes "Leela's Homeworld" and 
"Less Than Hero." This segregation is one way that Futurama 
demonstrates that even in a technological future, racism or a similar 
type of discrimination will endure. In fact, the perpetuation of these 
types of problems illustrates Futurama's resistance of utopian ideals 
as well as the fact that Futurama mirrors the problems of today.
11 Executive producer David X. Cohen claims that Dr. Zoidberg is an 
inversion of "Bones" McCoy from Star Trek—a human who often had to work 
on alien life forms with little or no knowledge of alien anatomy. For 
more parallels between Futurama and Star Trek, see Chris Baker's "Back 
to the Futurama."
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alcohol to function and is supposed to adhere to strict 

programming, though this programming can be altered. In 

Bender's case, this alteration is usually due to surges in 

his electrical input, both unexpected and self-inflicted.12 

Also, like many robots in Futurama, Bender has a distinct 

personality that, if not for his metallic body, we could 

almost call human. Fry's interactions and friendships with 

all of these characters gives us a glimpse of not only how 

easily navigated the posthuman future may be, but also how 

pleasurable it may be.

12 Robots can, in fact, take pleasure from free-flowing electrical 
sources and can "jack in" to them at leisure. This is more fully 
explored in the episode "Hell is Other Robots."

Although primarily a comedy, Futurama has a serious 

purpose. Describing his vision for Futurama, Groening says 

that he is hoping to "nudge people, jostle them a little, 

wake them up" to what, is going on around them (qtd. in 

Doherty). "And in my amusing little way," Groening 

continues, "I try to hit on some of the unspoken rules of 

our culture, and by setting the show in the future, maybe 

we can get away with pretending the comments on our time" 

are merely elements of a time not too far distant from us 

(qtd. in Doherty). Groening also says that his work, 

including Futurama, is all about trying to "provide another 
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way of looking at stuff" and helping viewers "try to deal 

with... all the external things we're being bombarded with" 

(qtd. in Doherty). My project is to illuminate how Groening 

helps viewers recognize, cope with, and anticipate both our 

arrival at and progression within a posthuman culture.

A specific issue Futurama helps us deal with is the 

increasing "humanity" of machines which Brooks describes. 

He claims that machines are "now becoming autonomous in the 

areas that bypassed them in the industrial revolution. We 

are starting to see intelligent robots that can operate in 

unstructured environments, doing jobs that are usually 

thought to still require people" (11). While this could be 

interpreted as a dystopian "machines take over the world 

and eliminate humans" outlook, Brooks reminds us that these 

robots are "artificial creatures," not simply machines 

(11). The use of "creatures" suggests that the coming 

robots are not merely automatons; rather, they are 

separate, distinct beings, akin to humans but no longer 

subject to them. Brooks further contends that our 

"relationship with these machines will be different from 

our relationships with all previous machines. The coming 

robotics revolution will change the fundamental nature of 

our society" (11).

30


