










This is the same as saying that the following diagram

commutes.
£

X-- >F
e I /e'

G

In this case X is called the basis of F and |x|, the card­

inality of X, is called the rank of F, denoted by r(F).

Thus a group F is called free if it has a subset X 

where every element of F can be written uniquely, up to 

trivial relations, as the product of elements of X and their 

inverses. A trivial relation is one that is equivalent to 

the identity element e such as XjXj"1, Xi"^, x2x1x1-1x2-1, etc. 

Here uniqueness simply means that if any two elements of F 

(called words) look different then they are different. A 

reduced word is one where no generators (elements of x) are 

adjacent to its multiplicative inverse. In other words all

possible cancellations of the form xnxn_1=e have been done

within the word. A reduced word x1x2-xi is said to be cycli­

cally reduced if Xi^x^1.

The following describes some notation regarding free 

groups. A group F that is free on a subset X is denoted by 

F(X). A free group contains generators and only trivial 

relators and is denoted by <Xi|>. The existence of the 

extended mapping ©' implies that there are no relations in X 

and the uniqueness of ©' implies that X generates F. A
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comparable definition for a free abelian group is generated 

merely by replacing the word ‘group’ with the words ‘abelian

group’ in the definition of a free group. The fundamental 

group of the torus is an example of a free abelian group of 

rank 2. Other examples of free fundamental groups are a 

circle of rank 1 (i.e. one trip of the path where the ini­

tial and terminal point is the same) and any bouquet of n 

circles all of which share only one point and are free 

groups of rank n. An example of a bouquet of 5 circles 

sharing only one point is as follows:

In this case rank n is rank 5 meaning that each circular 

path of the bouquet is traversed only once and in each case 

the common point is the initial and terminal point of each 

traversal. These examples of a free group are consequences 

of the Seifert-Van Kampen Theorem.

The following are some notably important facts for us 

regarding free groups. If G is any group, F is an arbitrary 

group and XsF, then we say that Hom(F,G) is the set of all 

homomorphisms from F to G and Map(X,G) is the set of all

mappings from X into G. Now let p be a restriction map from 

the set of homomorphisms from F to G to the set of maps from
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X into G defined by p (©'(x)) =©'(x) , V xex and ©'eHom(F,G) .

Thus, p is surjective if an only if for all eeMap(X,G) there 

is an extension map ©' as defined in the forgoing definition 

of free maps and shown above. The map p is injective if and 

only if e' exists and is unique. Therefore, to say that F 

is free on X is to say p is a bijection for any group G and

vice versa. A free group may have many different bases all 

of which have the same number of elements. This implies 

that the rank of a free group is well defined. Con­

sequently, a free group is determined up to an isomorphism 

by its rank.

The above comments can be summed up by the following 

lemma and two propositions:

Lemma: If F is free on X, then X generates F.

Proposition: If F± is free on X± (1=1,2) and F2^F2, then

|x2|=|x2|-

Proposition: If F, is free on Xi(i=l,2) and |X21 = |X2|,

then F2=F2.

The following propositions, lemma and theorem provide 

us with some more useful facts about free groups. 

Proposition: Every group is isomorphic to a factor group of 

some free group. That is, G=Image of e'^F(X) /Ker&'.

Lemma: Let a,beF(X) such that ab=ba. Then there is a ceF(X) 

such that a=ck and b=ch for some k,heZ.
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In other words, this lemma says that free groups are 

non-commutative. Intuitively, free groups are the most non- 

abelian groups there are.

Proposition; (i) In a free group F with n roots when they 

exist are unique, that is, if a,beF satisfying an=bn, neN, 

then a=b. (ii) any element (word) w of F has only finitely 

many generators, that is, {aeF|an=wz for some ncNy is fi­

nite.

Proposition: Commutation is an equivalence relation on 
F\{e}. That is the centralizer C(w):={wsf\ aw=wa for any 

a£F\{e}}is abelian.15

From here we venture into some facts about presenta­

tions of free groups. A presentation can be, viewed as a 

convenient shorthand for specifying any particular group.

If we let F(X) be a free group on X, R a subset of F, N the 

normal closure of R in F, and G the factor group F/N then a 

free presentation can be defined as follows:

Definition: A free presentation, denoted by G=<X\R>, is 

referred to simply as a presentation of G. The elements of 

X are called generators and those of R are called defining 

relators. A group G is said to be finitely presented if it 

has a presentation with both X and R being finite sets.

Precisely, this means that the elements xeX generate G, 

the elements reR are equal to the identity element eeG, and 

G is the largest group with these properties. Further the 

defining relations reR for G are assumed to be equal to e.
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This convention allows normal algebraic manipulation. Thus 

a defining relation, say uv, when set equal to e, uv=e may 

take on the form u=v_1, for some u,v6F(X) . Groups frequent­

ly occur in the form of presentations but it is difficult to 

deduce properties of a group from a given presentation of 

it. There are a number of techniques used but none are 

clearly definitive in general. For our purposes we will 

derive presentations of knot groups using the Wirtinger 

process. This will be discussed later, in detail.

The following are some helpful facts about groups and 

their presentations. Every cyclic group is a homomorphic 

image of the set of integers, denoted by Z=<x|>, by defini­

tion. From Group Theory we know that the Kernel of a homo­

morphism of a cyclic group is cyclic, being either the 

normal closure of xn, neN or trivial. In this notation, 

Z=<x|>, Zn=<x|xn>, neN, we completely list all cyclic

groups.

Proposition: Every group has a presentation, and every 

finite group is finitely presented.

The following are some important facts regarding homo- 

morphisms.

Lemma: Let F,G,H be groups and v:F—>G, a:F—>H be homomorph- 

isms such that (i) the image of v is G, denoted Im v=G and 

(ii) Ker v s: Ker a. Then there is a homomorphism a':G->H

such that v°a'=a.
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This lemma is called the induced homomorphism lemma.

The following proposition by von Dyck is a result of this

lemma.

Proposition: If G=<x|R> and H=<x\S> where RcScF(X), then 

there is an epimorphism <p:G>->H fixing every xeX such that 

ker@=S/R. Conversely, every factor group df G=<X|R> has a 

presentation <x|S> with RsS.

The following proposition gives a means by which we may test 

a map from the generators of a group G to another group H to 

determine if it extends to a homomorphism of all of G. This 

proposition is key to the homomorphisms we will look at for 

symbolic dynamical systems of knot complements.

Proposition: If given a group presentation G=<x\R>, a group 

H, and a mapping e:X>->H, then e extends to a homomorphism

if and only if the result of substituting xe for x in 

r yields the identity in H, V xeX and reR.

When such a e' exists it must be unique since X generates G. 

Also note that e' is an epimorphism if and only if <xe>=H.16

Another valuable tool in the development of an SDS for 

a knot is the use of Teitze transformations or Teitze moves. 

Teitze moves give us the tools needed to transform a given 

presentation of a group to a different presentation of the 

same group. The following proposition formalizes this 

method for us.17

Proposition: Let F<x|>, G=<x\R> and suppose that w,reF with 

w arbitrary and r£R\R. If y is a symbol not in X, then both
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the inclusions X>-+<x\R,r> and X>-<X,y\R,y~1w> extend to iso­

morphisms with domain G.

The above proposition yields four ways to adjust a 

given presentation <x|R> to derive another equivalent pre­

sentation for the group. These four ways come directly from 

the four isomorphisms of the above proposition and are 

called Teitze transformations. These four moves are defined 

as follows where F is a free group on the subset X through­

out.

Definition; i) Adjoining a relator, denoted by R+ is defined 

as X=X, R=R U {r}, where reR\R is the normal closure in F. 

ii) Removing a relator, denoted by R- is defined as X-X, 

R=R\{r}, where r£RnR\{r}. iii) Adjoining a generator, 

denoted by X+ is defined as X=XU{y}, R'=RU{y~'w}, where y&X 

and w£F. iv) Removing a generator, denoted by X- is defined 

as X'=X\{y}, R'=R\{y_1w}, where yex, we<X\{y}|> and y_1w is 

the only member of R involving y.18

For example, by a finite series of Tietze moves we can 

show that the group G7 presented by

G!=<w,x,y, z|wx=y, xy=z, yz=w, zw=x> 

is cyclic by reducing its presentation to that of a cyclic 

group of order 5.

To begin with consider the first and third relators 

y=wx and w=yz, where by substitution gives us another rela­

tor of the group eliminating the generator y, namely w=wxz. 
By multiplying both sides on the left by w_1 we can elimi­
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nate another generator, w and derive yet another relator, 

w_1w=w_1wxz or e=xz or x-1=z. By applying a comparable series 

of Tietze moves to the relators z=xy and x=zw we derive the 

new relator y=w-1. By substituting into the original pre­

sentation we can rewrite it in terms of the two generators w 
and x as follows: G1=<w,x|wx=w_1,xw“1=x_1, w-1x-i=w, x-1w=x>.

Since wx=w_1 can be written as w2=x_1 and since w_1x-1=w can be 

written as x_1=w2 then two of the relators are the same 

allowing us to eliminate one in our presentation. By a 

similar arguement we can eliminate one of the remaining two 

generators since they are also equal. Thus, we have reduced 

our presentation to the following:

G1=<w,x|w2=x-1, w=x2>.

A close look reveals that yet another substitution can 

be made for w2 since w=x2 implies that w2=x4 in the second 

realtor. This substitution allows us to eliminate another 

generator, w and reduce our presentation to only one relator 

as follows: G1=<x|x4=x"1> or G!=<x|x5> since x4=x_1 implyies 

that x5=e. Thus, G!=<x[x5> is a presentation for an infinite 

cyclic group of order 5.

The following proposition describes how two presenta­

tions of a given group are related.

Proposition: Given any two finite presentations of the same 
group, one can be obtained from the other by a finite se­

quence of Tietze transformations.

Later we will see that Tietze moves allow us to simplify a
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group presentation to one having fewer generators and 

relators.

In order to fully develop an algorithm for the symbolic 

dynamical systems for knot groups we will need presentations 

of commutator subgroups. The Reidemeister-Schreier theorem 

will allow us to accomplish this task as we shall see later.
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THE FOCUS: The SDS and 
Directed Graph for the Trefoil

The Wirtinger Presentation

Our goal here is to present the algorithm for producing 

a Symbolic Dynamical System (SDS) for any non-trivial knot 

k. A dynamical system is defined as follows:

Definition; A dynamical system is a pair (X,o) consisting of

a topological space X aiid a homeomorphism crzX—>X. A mapping 

f: (X, o)-+(X , ex') of dynamical systems is a continuous func­

tion fzX—>X for which f° cr= a° f. The dynamical systems

(X,cr) and (X,<f) are conjugate if there exists a mapping 

gz (X ,<j) —>(X,cr) such that go f and f° g are identity func­

tions. 24

The four major steps in the algorithm are developed sequent- 

ually as follows:

1) derive a presentation of a given knot group using the

Wirtinger process,

2) develop a presentation for the commutator subgroup 

from the Wirtinger presentation using the Reidemester- 

Schreier Theorem with a distinguished generator.

3) develop the augmented group system and shifts of 

finite type from the presentation of the commutator 

subgroup and lastly,

4) produce the graph determined by the shifts of finite 

type into what is called the directed graph.
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Here we write the relators from the two crossings 

indicated. The relators for the trefoil are r1:x1x2=x3x1 and 
r 2: x3x1=x2x3. Since we now have both the generators and 

relators the presentation of the fundamental group of the 

trefoil can be written as,

7CX( trefoil) =<xlzx2/x3jx1x2=x3x1=ac2x3>.

As mentioned earlier the trefoil is a non-trivial knot.

That is equivalent to saying that (trefoil) is a non- 

abelian group, since the only knot with abelian fundamental 

group is the unknot. Note that Kj ( unknot) =Z, and is gener­

ated by a meridian of the unknot. It is worth remarking 

that the abelianization of any knot group is isomorphic to 

Z.20 ’ . ,

Tietze.Moves and the Distinguished Generator

Next our goal is to find a presentation for the com­
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mutator subgroup K of ( k) . We will use Tietze moves in a 

process given to us by the Reidemester-Schreier Theorem.21 

A key here is that one of the Tietze moves is designed to 

introduce a new generator a, such that x^x^ for some ieZ.

In order to find the commutator subgroup K we must 

first choose a generator, x called the distinguished genera­

tor and set all other generators equal to a multiple of the 

distinguished generator and another unknown generator. That 

is, we will hold that x=Xi, and x.=xa for some new element a 

and some ieZ. After this then we can rewrite a presenta­

tion eliminating a known generator by replacing it with its 

equivalent in terms of the distinguished generator.

Now we want to write a presentation of the commutator 

subgroup of our trefoil group using the Reidemester-Schreier 

Theorem discussed earlier. Consequently, the commutator 

subgroup of ^(trefoil) will also be a nonabelian group as

is needed. A consequence of the Reidemester-Schreier Theo­

rem is that the generators of the commutator subgroup are 

defined by a-x' ax1 and the defining relators are found by 

conjugating the relation in the last presentation by powers 

of x. Notice that we have already done this for the tre­

foil. We need only rewrite our relation in terms of a±, 

ieZ. In reviewing ai=x'1ax1 by successive values of ieZ 

starting with i=0 our generators can be derived and by 

substitution our relation can be rewritten. If i=0, then
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ao=x_oax°=a implying a0"1=a'1. If i=l, then a^x^ax implying 

ai-1= (x_1ax)”1=x-1a-1x, etc. A quick inspection of our only 

relation shows that we can stop here.30 -

For example, the fundamental group of the trefoil can 

be presented with one meridian generator (the distinguished 

generator), x and some other generator a as

Ki (trefoil) =<x^a|x_1a_1x_1ax2a>. By inserting xx_1=e in the

relator between the a-1 and the second x_1 our relator is 

transformed into the product of conjugations of the form 

ai=x"1ax1. Now it can be written as x-1a_1xx“2ax2a, where 

x”1a_1x=a1“1, x"2ax2=a2 and a=a0. With this we can write the 

relator as a presentation of the commutator subgroup K as 

K=<ai|ai+1"1ai+2ai, ieZ>. Later we will see how this example 

plays a part in the complete development of the symbolic 

dynamical system for the trefoil.

Augmented Group Systems and Shifts of Finite Type

To this point we have completed roughly half of our 

algorithm of symbolic dynamical systems with the trefoil as 

the example. However, before we continue some introduction 

to augmented group systems and shifts is necessary here.

Lets begin with a definition.

Definition; An augmented group system is a triple denoted by 

(G,%,x) consisting of a finitely presented group G, an

epimorphism %iG—>Z and a distinguished element xeG, such

that %(x)=l.
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We have an example of an augmented group system in our 

trefoil.22 The augmented group system for the trefoil is 

the triple (^(trefoil) ,%,x) , where %:7i(trefoil)—>Z and

X(x)=l.

Next lets consider the definition of a representation 

shift.

Definition; A representation shift, denoted by is the 

set of representations p:K-»E together with the shift map 

ox: defined by oxp(d)=p(x~1ax) for all aeK, where K is

the commutator subgroup of the fundamental group and X is 
the target group.

Lets now define a shift of finite type. First let x be 

a distinguished generator and cx be a series of mappings,

where crxr (y)=p (x_1y x) VpeH only and xeK. By Van Kampen such a 

series of mappings would be depicted as one mapping cycle.

If we first applied our set of representations and then 

our series of mappings ox we would have what is called

shifts of finite type. We will exemplify a shift of finite 

type with the trefoil when we resume the construction of its

SDS.

Next we will look at permutation representations. 

Definition: A permutation representation of a group K is a 

homorphism p:K~>Sr, where Sr is the symmetric group operating 

on the set {1,2, -,r}.
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We call p a representation of Kz in Sr The following

proposition is well known.23

Proposition: Let K be any group and let r be a positive

integer. The function x: p->{gex\p(g) (1)=1} maps the set of 

representations p:Kx~>Sr onto the set of subgroups H<K having

index |K:H|<r. The preimage of any subgroup of index r 

contains exactly (r-1)! transitive representations.

If p(K) operates transitively on the set {l,2,-,r} then

we say the representation p is transitive.

Recall that a dynamical system is defined as follows:

Definition: A dynamical system is a pair (X, cr) consisting of

a topological space X and a homeomorphism o:X~>X. A mapping 

f: (X, o)—>(X, o') of dynamical systems is a continuous func­

tion f:X—>x' for which f° o= o° f. The dynamical systems 

(X,c) and (X,o) are conjugate if there exists a mapping

g: (X , o)—>(X, o) such that g° f and f° g are identity func­

tions .24

The following proposition follows from the last stated 

proposition above.

Proposition: Let r be a positive integer. The function 

x:p—>H={geKx\p(g) (1)=1) induces a mapping from (@r,or) onto

( ®r! &r) •

The following corollary is a consequence of the pre-
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ceding two propositions.25

Corollary: Let (G,%,x) be an augmented group system and let

r be a positive integer. Then the associated representation 

shift (<J>rfcx) is finite if and only if the subgroup system

crj is finite. ..

The pair (4>k,ox) is a dynamical system where is a

space and ox is a homeomorphism which can be nicely repre­

sented by a directed graph.

The Directed Graph

The fourth part in our algorithm for the construction 

of a symbolic dynamical system for a given knot complement 

is the directed graph, denoted by F=(V,E), where

V={p|p:K—>£} is the set of vertices and E={pp'|p'=axp} is the

set of edges. The vertices are representations of the 

fundamental group in Hom(K,E) and are connected by an edge 

called the shift map, ox, from p to p'. It turns out that

the entire directed graph is one or more series of periodic 

points all connected by edges. Some periodic points are of 

period one meaning a point is connected to itself by one 

edge. And it is possible that some points are non-periodic 

points that may be “pruned” from the directed graph.

The directed graph for the trefoil, which we will 

develop in detail later, is as follows:
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(0,2

(1,0) (2,2)

(0,0)
V (270)

The Trefoil and Its Dynamical System 

In the algorithm for symbolic dynamical systems we now

have four major steps. The first two that we discussed 

earlier were: 1) to write a simplified Wirtinger presenta­

tion of the fundamental group of the exterior (complement) 

of any given knot, k. Recall to simplify a Wirtinger pre­

sentation just solve relators for one or more generators and 

substitute into other relators minimizing both generators 

and relations, and 2) to develop a presentation for the 

commutator subgroup. Recall we first select a generator and 

designate it as a distinguished generator, equate each of 

the other Wirtinger generators to a multiple of the distin­

guished generator and some other generator. By substituting 

and appling Tietze moves we produce still another equivalent 

presentation in terms of the distinguished generator and the 

unknown group generator. Then by representing the group in 

only one relator and inserting a sequence of generator 

multiples equivalent to the identity in strategic positions 

of that relator, we can rewrite a relator as a multiple 

sequence of conjugate generators. The result then is the
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desired presentation of the commutator subgroup.

The third step is the development of what is called the 

augmented group system and shifts of, finite type. In es­

sence, we develop a set of vertices and a set of edges as 

described above.

The fourth and final step in our algorithm to develop 

a symbolic dynamical system for a given knot, k is the 

plotting of the directed graph, T. This is done from the 

set of vertices and edges developed previously. This con­

cludes the algorithm for a dynamical system and its directed 

graph which is called a symbolic dynamical system. We are 

now left only to conclude the construction of the symbolic 

dynamical system for the trefoil. This we will do in the 

next section.

As a side note recall that the Wirtinger presentation 

allowed us to disregard one crossing in our development of 

the presentation. We ignored the upper crossing and used 

the two lower crossings. If we had used the upper and lower 

right crossing our above relator would appear as ai+1 a^-1 aj1 

which is equivalent to a^f1 a1+2 a± since both are assumed to 

be equivalent to 1. Alternately, if we had used the upper 

and lower left crossings the relator would look like the 

inverse of the relator we developed. That is,

ai+i'1ai+2a1=a1-1ai+2“1ai+1=l and both agree with the general pre­

sentation since inverses of generators are assumed. Intu­

itively, these facts seem appropriate once we recognize that
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the standard projection of the trefoil is symmetric about 

any of three lines through the center and any one of the 

three crossings, preserving orientation. Since we can 

physically replace any crossing with any other by a reflec­

tion and since the commutator subgroup invariantly describes 

the underlying knot, then it seems totally appropriate that 

the three relators discussed above are equivalent.

The Trefoil and Its Directed Graph 

We will now conclude the construction of the SDS for

the trefoil by the development of its directed graph.

Recall that our shift of finite type 4^ involves a finite 

group E. For our work here we will consider only the case 

where E=Z3. Recall we have ai+1_1 ai+2 a—l from our general 

presentation of the commutator subgroup which leads us to 

a1+2=ai+1ai_1 and a2=a1a0“1, when i=0. Given that p is a homo­

morphism and since a2=a1a0"1eK is mapped by p to Z3 then

P (a2) =p (a1a0_1) =p (aj+p (a0_1)GZ3.

This equation is then equivalent to p(a2)=p(a!)-p(a0) since

p(a0_1)eZ3 is equivalent to the additive inverse of p(a0)eZ3. 

Moreover, as a consequence of the relation ai+1_1 ai+2 a±, the

representation p is determined by its values on a0 and a!

through induction. Thus the representations p are in

one-to-one correspondence with Z3xZ3. In other words, the 

vertex set for our directed graph F is
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V={ (p{a0) , p(a3)) }^Z3xZ3 and the edge set comes from the map

p'=oxp. More specifically, pp' is an edge if and only if

p'=crxp. Now since qxp (a3) =p (x^ajx) =p (ai+1) then the edge set 

becomes E={pp'|p'(a0)=p(a1), p(a2)=p' (a3) }. Thus, if p is the

representation given by (1,0), where p(a0)=l and p(ao)=O then

the shift oxp is from (1,0) to the vertex (axp(a0) , CxP^))

= (p(x_1aox) ^(x'^x) ) = (p(a3), p(a2)) . Since p(a:)=p(a1)-p(a0) we 

have ax=(l,0) = (0,2) as an example. And since p(a3)-p(a0) =p(a2) 

in our case, then the edge set can be expressed as 

E={pp'|p'(a0)=p(a1) , p'(a1)=p(a1)-p(a0) }.

Representation shifts p'=axp are calculated in the 

following manner.

Since our target group is Z3 it follows that we will 

have nine elements in our set of vertices we designate as

Pi,i=0,-,8 which are all completely determined by values on

a0 and a3. Each p± represents an ordered pair such that.

Pi=(Pi (ao) ,Pi (a3)) , where each Pi(a0) and PifaJ is an element

of Z3. From this we can list the set of nine vertices that 

are determined by our system as

V={(0,0), (1,0) , (2,0), (0,1), (1,1), (2,1), (0,2), (1,2), (2,2)},

where p0=(O,O) ,Pi=(l,0) , etc. In other words the p± is the i

plus first representation in the set of vertices. Finding
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the oriented edges of our edge set for the directed graph we

must select a vertex p± and find another in our set of ver­

tices Pi', such that Pi'=oxPi. Recall that there is an edge

piPi', if and only if Pi'=axPi, giving pi'(ak)=axpi(ak)=pi(x'

1akx) =Pi(ak+1) . Let po=(O,O) be our starting point where

Po (ao) =Po (ai) =0 eZ3. Note that axp0=p0. This shows that there

is a loop edge connecting p0 to itself and so p0 is a vertex

of period one.

Our next step is to consider a new vertex say p1=(l,’O) ,

where Pi(a0)=l, p1(a1)=0 and 0,1 cZ3. Our calculations are

as follows:

CTxPi=(Pi(a1) ,

rtxP6= (P6 (al) 7

CTxP8= (p8 (al) /

Uxf>2= (P2 (al) 7

cxp3= (p3 (ai) ,

rtXP4— (P4 ( al) 7

Pi (ai) -Pl (ao) ) = (0,2) =p6.

P6(ai)-Ps(ao) ) = (2,2) =p8.

P8 (al) ”P8 (ao) ) = (2,0) =p2 •

P2(al)-P2(ao) ) = (0, l)=P3.

P3(ai)-p3(ao) ) = (l,l)=p4.

P4 (al) "P4 (ao) ) = (l,0)=pi.

Notice that a cycle of period 6 has been completed since our 

calculations have brought us back to our beginning vertex 

namely, p3. Note that there are only two vertices whose

edges have not yet been determined, they are p$=(2,l) and

p7=(l,2). This time we select p5 letting p5(a0)=2 and
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P5(ai)-1* From this we have

cxPs= (Ps (ai) , Ps(ai)-p5(a0) ) = (l,2)=p7.

OxP?=(p7(a1) , p7(a1)-p7(a0) ) = (2,l)=p5.

This completes a third and the last cycle since the edges 

have been determined on all of the vertices.

Our directed graph for the trefoil resulted in three 

parts, each regarded as a unique bi-infinite path with 

different periods. The first is period 1, the second is 

period 6, and the third is period 2. We can determine the 

affect of ox directly from a directed graph.

The following is the complete directed graph T for the

trefoil.31

From the directed graph we can see that the representation 

shift 4>z/3 for the trefoil contains 1 fixed point, 2 points 

of period 2 and 6 points of period 6.

Recall that we denote the augmented group system by 

g~(G,%,x) . Representation shifts operating on g with a

target group £ are denoted by $E(g). A dynamical system is
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a pair (<J>E(g) ,ax) defined to be a topological space plus a

homeomorphism ox that maps a representation shift to itself,

ax:4>£’-> $£, where <E>S is a set of ordered pair each in £

called vertices. Finally, a special kind of dynamical 

system is one that can be completely described by a finite 

graph T. The bi-infinite paths in T corresponds to the

representations p. This special kind of dynamical system is 

called a symbolic dynamical system and is generally denoted 

in the abreviated form by $j;(gk), where k represents the

exterior of a given knot.
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CONCLUSION

Here it seems appropriate to summarize the foregoing 

and close with some information on recent research that has 

gone beyond this application of symbolic dynamical systems. 

First, the algorithm for developing symbolic dynamical 

systems will be summarized in a nontechnical narrative in my 

own words. The steps in a practical application are then 

reviewed as we display the development of a symbolic dynami­

cal system in the section entitled Another Knot? - Why Not? 

Lastly, we talk briefly about a different kind of knot 

invariant called entropy that takes the structure of a 

symbolic dynamical system into higher dimensional knot 

theory.

The Algorithm in Summary

A known knot is selected then imbedded in R3. This is

followed by selecting a fixed neighborhood of the knot that 

envelops the entire knot. We now extract a solid tube 

containing the knot with a neighborhood and consider the

complement of the knot. Such an extraction leaves a ‘tunnel

shaped’ void of the knot in R3. Thus, the fundamental group 

is defined in the exterior of the knot and can be presented 

in terms of meridian loops.

Here we turn to the Wirtinger process for a presenta­

tion from a projection of the knot. The practice here is to 

orient the knot projection, select meridian loops viewed as
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straight lines on the projection orient them from right to 

left while facing with the orientation of the knot. These 

meridian loops are to be labeled in a manner corresponding 

to the arcs of the knot projection determined from underpass 

to underpass. A presentation of the fundamental group of 

the knot is written using meridians as generators while the 

relations of the presentation are taken from the relation­

ships among the meridians at all but one of the crossings in 

the projection.

Next with some algebra we solve for and substitute 

generators among relators. Then by using Tietze moves we 

combine relators, equate them to the identity and eleminate 

as many generators and relators as is possible. In so doing 

we have simplified the presentation to the minimum.

The Reidemester-Schreier Theorem enables us to write a 

presentation for the commutator subgroup K of our fundamen­

tal group. The generators of K are denoted by a± where 

i=l,2, - . Each a± is equal to the conjugation x^ax1 from 

the prior presentation. We write the presentation of the 

commutator subgroup by rewriting the conjugations of previ­

ous relations in terms of the new generators.

Now we have a presentation of the commutator subgroup, 

and let denote the set of all representators of K into E. 

Next we define a mapping based on the distinguished genera­

tor x and denoted by ax. Recall that the pair (4>E ,ox) is 

called a dynamic system, where E is a selected target
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group. For our Trefoil, example the target group selected 

was the cyclic group Z3. This then allowed us to define a 

representation shift p such that axp(a)=p(x":ax) . With the 

representation shift defined all that is left to do is to

consider each vertex p and calculate the map axp to some

terminal point p'. This we call an edge. Once we have 

collected complete sets of all possible vertices and edges 

it is then a simple matter to graphically represent our 

dynamical system with what we call a directed graph and 

denote by T. The directed graph is drawn by plotting, all 

possible vertices and connecting them in accordance with the 

direction determined by the calculations of axp from our set

of edges. The directed graph will depict one or more bi­

infinite paths consisting of several loops each with a 

discernible period. The directed graph of a dynamical 

system is a symbolic depiction of that system we call a 

symbolic dynamical system. The foregoing is a summary of 

the approach to an active development of a symbolic dynami­

cal system for any known knot.

Another Knot? - Why Not?

Lets take a summary look at the development of the 

symbolic dynamical system for another non-trivial knot, 

called the figure-eight knot, the figure-eight knot is 

classified as a 4! knot, the target group £ we will use is
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Z3 and we can denote the symbolic dynamical system by

®Z/3 (9) •

From the standard projection of the figure-eight knot 

we develop a presentation for the fundamental group of the 

knot exterior using the Wirtinger process as follows:

From rx and r2 we have x3=x1"1x4x1, x2=x4"1x1x4 ,X3_1=x1'1X4"1x1 and 

x2-1=x4_1x1-1x4. Rewriting r3 we have x3''X2‘1x1x2=e , then by 

substituting we can write our only relator as follows:

x1_1x4'1x1x4"1x1’1x4 Xi x4,“1x1x4=e ■

Notice we now have only two generators and one relator, such 

that 7t! (4J =<x1,x4|x1'1x4"1x1 x4"1x1"1x4x1x4'1XiX4>. Next select x4 

as our distinguished generator such that x4=ax, where a is
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another group generator and x=Xi.

Note that x4-1=x_1a_1. Again by substitution we have,

7ii (4t) =<x, a | x'1x'1a'1xx"1a"1x"1axxx"1a'1xax> or

(4i) =<x, a|x'2a'1x2x"2a"1x2x"3ax3x"2a“1x2x"1ax> 

by strategic insertions of x1x~1, ieZ such that our relator 

is presented as the product of conjugates. By the 

Reidemester-Schreier Theorem we can now write a presentation 

for the commutator subgroup, such that the generators are
L/

defined by a^ax1-, ieZ. Thus, a0=a, a!=x_1ax, a2=x"2ax2, a3=x" 

3ax3 and ao-1=a_1, a1"1=x_1a"1x, a2_1=x_2a-1x2, a3-1=x'3a-1x3. Rewrit­

ing our relator with the above substitutions we now have 

a2 1 ‘a2_1"a3'a2 1 ’ai/ which will be the relator, for the presen­

tation of the commutator subgroup,

K=<a1,a2“1,a3|a2_1a2_1a3a2"1a1>. In general, we have

K=<ai|ai+1_1ai+1'1a1+2ai+1_1ai>. By setting our relator equal to 

the identity and solving for ai+2 we have 

ai+i~2ai+2ai+i~lai=l gives ai+2=ai+12ai-1ai+1.

From here we can produce the directed graph. We choose 

E = Z3 and define our vertex and edge sets to be V={p|p:>->Z3} 

and E={pp,|p' (a0)=p(a1) , p,(a1)=3p(a1)-p(a0) }.
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Note that since p is a homomorphism then

p(ai+2)= p (ai+12ai_1ai+1) 

p(ai+2)= p(ai+12)+p(ai-1)+p( ai+1)

p(a1+2)= 2p (a1+1)-p (a±)+p ( ai+1)

p(ai+2)= 3p (ai+1) -p (aj

P(ai+2)= -p(ai)eZ3

Since 3p (ai+1)-p (a±) is in Z3 then we have that 3p(ai+2) will

always equal zero. Thus, p(ai+2) =-p(a±) .

Given that peHom(K,Z3) it then follows that the set of

vertices has nine elements, pif i=l, -,9 all of which are

completely determined by values on a0 and a3. That is, each

p± represents an ordered pair such that p±= (p± (a0) , p± (a^ ) ,

where p± (a0) ,p± (aH eZ3. Again, we can now list our set of

nine vertices as follows:

Vo={(0,0) , (0,1)., (0,2) , (1,0) , (1,1) , (1,2) , (2,0) , (2,1) , (2,2) }

where p±= (0,0) ,p2= (0,1) and so on.

In order to find the oriented edges of our directed

graph, 1 we must select a p± and find a p±'. But first

recall that there is an edge PiPi', where ak=x“kaoxk if and

only if Pi'=axPi. Thus, we have p/ (ak) =axPi (ak) =

Pi(x-1akx) =pk(ak+1) . Given that Pi=(0,0) then let p3 be our
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starting point where p: (a0) =pi (a3) =0eZ3. Thus,

CPxPi= (Pi (ai) ,"Pi(a0) ) = (0,0) . We have determined that pT is a

vertex of period one since it maps to itself, ax:pi—>Pi« Lets

now consider p2=(0,l), where p2(a0)=O and p2(a1)=l6Z3. It

follows that

oxp2=(p2(ai) , “P2 (ao) ) = (l,O)=p4,

°xP4= (P4 (al) z -p4(ao) ) = (0,2)=p3,

°XP3= ( p3 ( al ) z -p3(ao) ) = (2,0)=p7,

°xp7= (P7 (al) z -p7 (Uq) ) = ( 0 z 1) =P2 z

Notice that we have completed a cycle of period four on p2. 

We still have four vertices left whose edges are yet to be 

determined.

Lets consider the first vertex with an undetermined

edge, p5=(l,l), where p5(a0) =p5(aj =ieZ3. It follows that

°xP5—(P5(al) z ~P5 ( ao ) ) — ( 1 z 2 ) — P6 z

oxp6=(p6(a1) , -p6 (ao) ) = (2,2) =p9,

°xP9= (P9 (al) Z -p9(ao) ) = (2,l)=p8,

°xP8—(P8 (al) , “P8 (ao) ) — (1/ 1)—P5/

Again we have clearly completed another cycle but this time 

we have completed the determination of all of the oriented 

edges for the nine vertices. This information can now be 

graphed as a symbolic representation of the fundamental
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group of the figure-eight knot.

Thus, the directed graph for the figure-eight knot is, 

(0,1) --------------- (1,0)

(0,0) (2,0)«^r 

(1/1)—

(2,1b

(0,2)

1,2)

(2,2)

Directed graph T - Figure-eight knot (43)

Recall that the symbolic dynamical system, $z/3(g) for

the trefoil had one shift of period 6, another of period 2

and one fixed point. Compare with (9) for the figure-

eight having two shifts of period 4 and one fixed point. 

Since symbolic dynamical systems are knot invariants then 

the difference in the two systems of these knots implies 

they are distinct.

The next section is provided to show that the value of 

symbolic dynamical systems has not stopped here but has also 

revealed knot invariants in higher dimensional knots.

£Dt.rppy.:._a Knot invariant

The use of symbolic dynamical systems has been carried 

generally to higher dimensional knots. As it happens, 

entropy is a knot invariant for higher dimensional knots, 

denoted by n-knots, as determined from dynamical systems.

By generalizing the definition of an embedded 1-dimen-
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sional knot we can say that an n-knot is a smoothly embedded 

n-sphere, also denoted by k, in Rn+2 space. Similarly we 

can define the exterior of the knot. That is, let N(k) be a 

neighborhood of k that is diffeomorphic to RnxD2, then the 

closure of X(k) of Rn+1-N(k) is called the exterior of the 

knot.34

The fundamental group and augmented group systems are 

likewise supported by higher dimensional knot definitions. 

Thus representative shifts can be calculated and directed 

graphs produced. It has been determined that the shifts

described by a directed graph has an entropy equal to log X,

where A, is the Perron eigenvalue of the adjacent matrix of 

the directed graph. Not only do conjugate shifts have the 

same entropy but so do finitely equivalent shifts.33

There is a corollary that gives the promise of the 

discovery of further invariant group systems that apply to 

knot theory. That corollary is:

Corollary: Let (G,%,x) be an augmented group system and let 

r be a positive integer. The entropy, denoted by h($r) of 

the associated representation shift (&r,<rxj is an invariant

of the group system (G,%), i.e. the entropy depends only on 

the isomorphism class of the group system.

This corollary is a very powerful tool in that it can be 

used to define a sequence of entropy invariants for higher
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dimensional knots.

This very brief and informal discussion on entropy was 

included to demonstrate the extent of influence symbolic 

dynamical systems are currently having in Knot Theory. It 

was also intended to point out that this fledgling field of 

study holds a tremendous potential for discovery and further 

expansion.

55



ENDNOTES

Silver and Williams, Generalized n-Colorings of 
Links. reprint to appear in Proc. of 1995 Conference in Knot 
Theory, Banach Center, Warsaw.

2' Adams, The Knot Book, edition 1994, p. 276-277.

3' Ibid. , p. 5.

4' Ibid.

5' Ibid. , p. 6.

6' Silver and Williams, Knot Invariants From Symbolic
Dynamical Systems. First report 4/96, revised reprint trans­
action in AMS press.

7' Silver and Williams, Augmented Group Systems and 
Shifts of Finite Type, Israel Journal of Mathematics, 95 
(1996), 232-238.

8' Silver and Williams, p. 1-2.

9' Ibid. , p. 2.

10' Fulton, Algebraic Topology: A First Course, edi­
tion 1995.

li Ibid.

12’ Ibid., p. 78-82.

13' Edwards, Advanced Calculus: A Differential Forms 
Approach. 3rd edition 1994.

Fulton, p.

15' Johnson, Presentations of Groups, edition 1990.

16' Ibid. , p. 14.

17' Ibid. , p. 46.

18‘ Ibid., p. 47.

19' Rolfson, Knots and Links: Mathematical Lecture 
Series, edition 1976, p. 61-63.

20' Massey, Algebraic Topology: An Introduction,
edition.

56



21. Ibid., P- 206.
22. Silver and1 Williams, P- 231.
23. Ibid., P- 232.
24. Ibid., P- 234-235.
25. Ibid., P- 235.
26. Ibid., P- 236-237.
27. Ibid., P- 238.
28. Ibid., P- 239-240.
29. Ibid., P- 241.
30. Silver and Williams, P- 4.
31. Ibid., P- 5.
32. Silver and1 Williams, P- 246-247
33. Ibid., P- 243.
34. Ibid., P- 249.

51



BIBLIOGRAPHY

Adams, Colin C. The Knot Book. New York: W. H. Freeman and 
Company, 1994.

Edwards, Harold M. Advanced Calculus: A Differential Forms 
Approach. New Jersey: Quinn-Woodbine, 1994.

Fulton, William. Algebraic Topology: A First Course. New 
York: Springer-Verlog, 1995.

Johnson, D. L. Presentation of Groups. New York: Cambridge 
University Press, 1990.

Massey, William S. Algebraic Topology: An Introduction.
New York: New York, Harcourt Brace & World, 1967.

Ro 1fson, D. Knots and Links: Mathematical Lecture Series 7. 
Berkeley: Publish or Perish Inc., 1976.

Silver, Daniel S. Augmented Group Systems and n-knots. 
Mathematics Annual 296 (1993) 585-593.

Silver, Daniel S. Knot Invariants From Topological Entropy. 
Reprinted from Topology and its Applications 61 (1995) 
159-177.

Silver, Daniel S. Growth Rates of n-knots. North Holland: 
Topology and its Applications 42 (1991) 217-230.

Silver, Daniel S. and Williams, Susan G. Knot Invariants
From Symbolic Dynamical Systems. Mobile: University of 
Alabama; First report 4/1996; Revised reprint transac 
tions in AMS Press.

Silver, Daniel S. and Williams, Susan G. Knots Links and 
Representation Shifts. Published from 13th Annual 
Western Workshop in Geometric Topology 1997.

58


