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ABSTRACT
|

This thesis presents 'the developed taxonomy of the
|

security threats in the agent-based distributed systems.
i

Based on this taxonomy, a lset of theories is developed to

facilitate analyzing the %ecurity threats of the mobile-

agent systems. We propose ithe idea of using the developed

security risk graph to model the system’s vulnerabilities.
|

In a security risk graph, lan agent or a host is a vertex
|

and their security relatioﬁships form each edge. By using

. . | . .
the security risk graph, we set up two mathematical models
[ 1
to quantitatively evaluate}how secure a mobile-agent
|
|
distributed system is. ! :

I

In the probabilistic modelA we calculate the Mean
|

Time To Failure as the cha#actenistic measure of the
|

security between any two vertices. The Mean Time To
P

Failure represents the app#oximate time used by the
. 1
attacker to break into theltarget.

i
In the second mathematical model developed in this

|

research, we calculate theitransition time on the shortest
|

path between any two vertices to evaluate the approximate
I I

time for the attacker to reach the target. The diameter of
l

the whole system is used td represent the security measure
|

of the entire system. In tHis way, we can compare the
|

security level of differenﬁ systems.

111

11
|
1
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CH%PTER ONE

i
BAFKGROUND

'

i ‘
1.1 Introduction

Over the years computFr systems have successfully

!
evolved from centralized monolithic computing devices
supporting static applications, into client-server
|
environments that allow coﬁplex forms of distributed
|

computing due to the advanées in communication technology

. | _
and the occurrence of more powerful workstations. A new

phase of evolution is now under way in which complete
|

mobility of cooperating apﬁlications among supporting
1
|

platforms can form a 1arge|scale7 loosely coupled
|

distributed system. The mobile software agent is a new
|

paradigm for structuring this new phase. A mobile agent
[

[15] is a program that represents a user in a computer
| {

network, and is capable of higrating autonomously from
|
| , ,
node to node, to perform some computation on behalf of the
| i .
user. Its tasks are determined by the agent application,

and can range from online spoppiﬂg to real-time device

1
control to distributed scientific computing. Applications

1

|
can inject mobile agents into a network, allowing them to

|
roam the network either on a predetermined path, or one

\

that the agents themselves determine based on dynamically



|
|
|
|
\
|

gathered information. Havibg accomplished their goals, the
| ‘

agents may return to their, *home site” in order to report
\

their results to the user.!
|

Dispatching the applibation to other computers in the
\ :

| ' '
network can reduce the network communication overhead,

. ! .
provide access to more resources and introduce

concurrency. Despite its many practical benefits, mobile
| ‘
agent technology results in significant new security
J
threats from malicious agents and hosts. A malicious agent

. . . .
can steal or corrupt information on its host and in other
|

agents as well. It is even more difficult to prevent a

host from stealing the inférmation from an agent, changing
! |

its states or even killing:it. Therefore, solving the
security problems of multi%agent'distributed systems is
|

. b .
crucial for fully utlllzlnq its advantages. Many efforts
l

|
(5, 7, 9, 10, 11, 12, 14, 15, le, 18, 19, 22, 23, 24, 25,
|

|
26] have been made in this|area.:However, as of this

writing there is not much &ork déne for a quantitative
evaluation on how secure aA agenﬁ—based distributed system
is. Most mobile agent projeLts provide one or more
cryptographic methods to ertect the agents or the hosts

b

directly. Are these methpdsyeffective? How effective are

they? And how safe one syst%m's depioyment of a set of

\
security methods compared with another ome, which has a

|

B
|
|
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I

I
different set of security finfrastructures? These questions
|

. ! _
cannot be easily answered Withogt a quantitative security
|
‘ |
measurement of a system. Citations [1], [21, [6]1, [13],

[17] include the few attemﬁts to quantitatively measure
the security of the distributed system. Among them, Chan

|
and Lyu [2] is the only paper that proposed a mathematical
|

model to calculate the probability of security breaching

in mobile agent scenarios.:In this thesis, we develop the

1

taxonomy of the security tﬁreats in mobile agent-based

|
distributed system. Based on the analysis of the different
|

1

security;threat situations}that occurred in a mobile agent

b
|

system, we derive probabilistic and further a mathematical
!

security model for quantitatively evaluating the security
‘ ,

of an agent-based distribu%ed system.

|
In this research, we qse security “risk” and “threat”

. v . .
alternatively. The security “risk” is the product of the
’ |

level of threat with the lével of vulnerability. It
|

establishes the likelihood;of a successful attack. And the

security “threat” is a potential for wviolation of
i

security, which exists when there is a circumstance,

capability, action, or event that could breach security

and cause harm. So we use “threat” when we mention the
|

potential violation of sechity and use “risk” when we

want to express the measure?ent of the security.

!
i
I 3
4
|
|
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|

1.2 Rélated‘Works
Presently the security schemes of the most mobile-
!
agent systems address only the problems of protecting a
|

! |
machine from malicious agent and agents from each other. A
l

growing number of mobile—aéent projects are experimenting

with techniques for protec%ing the underlying network from

'

malicious agents and prote#ting agents from machines [10,

20, 24, 25]. While most efForts in security fields are

devoted to cryptographic o% isolation methods in

protecting the systems, thére iq an urgent need for a
|

quantitative assessment tool toaevaluate how effective

these methods are. There h%s been research which

concentrates on quantitati?ely e&aluating the security

i

level of a system [1, 2, 6J

|
Brocklehurst, S. and élOVSSOn, T. [1] is the first

13, 17].

\
one who proposed the idea §o evaluate how secure a system
|

. . . , ‘ . .
is quantitatively. Their goal is to develop a security
| .
measure of a system which can quantitatively represent the

| :
ability of the system to resist attacks. It relates the

|

system security with reliability. The concepts of system

reliability are compared w%th and analogous to those in
|

security, such as, system failure vs. system breach and
!

the mean time to next failure vs. mean effort to next

3
breach, etc. By analogy with the reliability function, in

|
\
;4
|
|
|



the stochastic process of §ecurity breach, the

! ;
distribution function of the effort, e, required for next

\
breach is |
|
F(e) =1 - P( E >e),
| |
where E 1s the mean effort to failure,
|

P(E > e) is the proba#ility of the mean effort to

|
failure greater than the effort required for the next

|
breach. |

Continuing the work in Brocklehurst, S. and Olovsson,
!

T. [1], Jonsson, E. and Olovsson, T. [13] conducted an
|

empirical intrusion experi¢ent to demonstrate the typical
|

attacker’'s behavior. They divided the attacking process

| i
into three phases: the learning phase, the standard attack

1 ¥
phase and the innovative attack phase. The probability of
\

successful attacks during the learning and innovative
|

|
phases are small. But it ié considerably higher in the

1

standard attack phase. And:the céllected data shows the

times between breaches durfng this phase are exponentially
|

distributed. This implied qhat traditional methods for

reliability modeling could Fe applicable to the security
. | |
evaluation. |
. i ﬁ .
Based on the theories §eveloped in Brocklehurst, S.

| |
and Olovsson, T. [1l] and Jonsson, E. and Olovsson, T.

|
[13], Dacier, M. et. al. [6] proposed using privilege

5

|
i
i
l
|
I
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| |
1

|
|

1
graphs to model the system’s vulnerabilities and

\
calculating the characteristic measures of the distributed
J

system security. The most ?mportant measure of the system

security is Mean Time To s?curity Failure, which is
i

!
i
| (
MTTFx = Tk + % Pxx * MTTFr1; Prx1 = Aw * Tx,
i

where k is the initial states,
|

calculated by:

Px1 is the conditional probability transition from

state k to state 1,

Tx is the mean sojourn time in state k,

|
Ax1 is the transition rate from state k to state 1.
|
|
Using the ideas developed in [6], Ortalo, R. et. al.

[17] conducted an experiment for;security evaluation. They
\
modeled a large real syste? as a privilege graph

exhibiting the security vulnerabilities. A set of tools

has also been utilized to calculate the Mean Time to
|

Failure. They found that the corresponding measure

provides useful feedback t# the security administrators.

However, the security meas#re can not be always computed
|

due to the complexity of the algorithm.
1

| !
As summarized in Table 1, nearly all the works done
|

in this area are for the traditienal distributed systems.
I

Chan and Lyu [2] is thernl& one. who tried to model the

security of mobile agent system probabilistically. It
i
|
6
|
!

\



|
|
I
|
\
proposed the idea about co%fficient of malice k; of each

host and coefficient of vuﬁnerability of an agent v and
|
used them to calculate thel probability of breaches on

|

agent when it travels around on each host as

where -A; = vk,

| |
P(breach at host i) =i1 - exp(-A; ti),
o
|
|

t; is the amount of time during which the agent stays

|
on host 1. |

|
The agent security E is thg probability of no breach
| ) :

at all hosts in its itiner?ry,

E = e —Z—}»iti-

|
I
! :
|

;
|

I

|
Table 1. Summary of Related Works
|

Security model for | Security model for
|

traditional distributéd mobile agent-based

system distributed system

Dacier et. al. in [6] Chan and Lyu in [2]

Jonsson and Olovsson 1

[13]

|
|
!
|
n
\
|
1
|
|
I
[
|
i
I
|
|
|
|
1
|



{
I
.
1
|
1
|

1.3 Purpose of the Thesis
|
With the explosive development of networking and
powerful workstations, thelagent—based distributed system

technology is becoming mor% and more promising. There is a

great advantage if we can %ollect the computer’s idle
L .

processing resources by sepdlng out agents also brings
| .

about very serious security problems to us. How can we

distinguish an agent from a virus? How much privilege
|

should we grant to the age?ts running on our computers?

What if the computer destr&ys the agents running on it?

These are only a few quest%ons among the scores of

|
difficulties come with fasginating mobile agent technology.
i

|
Thus it would be ideal if we can find a way to
|
quantitatively evaluate how safe an agent is or a host
{
\ ‘
computer is. As discussed %n the previous section, we can

see that most of attempts to gquantitatively evaluate a

system are for the traditignal distributed systems. While

[2] is the only effort to évaluate the security for the
|

agent-based systems, it do%s not consider the breaches

b

caused by a malicious agent on the host, on other agents
|

|
and the underlying networkr Also due to the complexity of
|

\ o
the agent-based system, the question of how to get the

| .
coefficient of malice and Vulneqability in [2] seems to be

|
vague and impractical. The[purpdse of the thesis was to

|
i
|
|
1
|
|



develop a more practical security measure for the mobile

|

agent-based distributed syFtém. This measure can

quantitatively represent tbe ability of the agent-based

system to resist security attacks.

|
1

|
1.4 Context of the Problem

~ l
From the empirical data collected in [13], we know

|
that most security attacks' occurred during standard attack
|

phase. So we are concentrated on the security breach
\

behaviors in this phase.

. ]
The second model developed ‘in this thesis is mainly
}

|
designed for the system adminisﬁrators who can use this
|

\
model to evaluate the system’s vulnerabilities. We assume
|

|

the system administrators know Qhe topology of the whole
!

system. Thus they can use this model to monitor the
|

security of the systems more efﬁiciently. If this model is

used for simulating the be%avior of the real attackers, we

also assume that the attackers have some ways to be
l

familiar with the distribu%ion and connections of the

whole system before they s%art to launch any attack.

Although our work comés along with theoretical proof,

| .
this thesis just proposes @he mathematical evaluation

|
models. Future work needs to be done to test its

feasibility on real mobile\agent?based distributed systems.

|
}
l
9
\
|
|



\
1.5 Significance of the Thesis

\
The agent-based systems have become more and more

1
I

attractive because this technology can provide us with
|
more flexibilities and abi%ities to solve wider range of

problems, some of which are not even solvable by using the
| |
|

classical methods. For example, in the sea-of-data

i

applications, a huge amount of information is distributed
|

among different locations.!The information that is needed
|

by other programs can never leave these locations. Due to

the reasons, such as the ratio of the volume of

|
information and the availaﬁle bandwidth, the way in which
the information is stored ?r the legal issues(like medical

images in hospitals), the ﬁrogram cannot fetch the

information back and process it.' When we are in this kind
|

|
of scenarios, agent technology seems to be the only

solution. The price we neeé to pay for this advanced
l 1
technology includes new seqs of problems concerning the

security. The security proﬂlem becomes even harder in the

. | .
mobile-agent systems, where agents are not static and can

|
migrate from one environment to another to continue the

1

execution instead. !

Currently, the majority of the research efforts have
|
been emphasized the development of safer architectures oxr

\ ,
cryptographic applications %o tackle the security issues
!
I
|
|
I
!

10



! ‘
that arise in the mobile-agent systems. But at the same
: |
time we also desperately n%ed a method to evaluate the

i
efficiency of those security architectures or systems of

| .
cryptographic applications. This method should be able to

|
! . . . .
provide quantitative measures indicating the security

1
level of each cryptographic application deployed in
i |
mobile-agent systems. With!this method one can tell a

system of cryptographic apblication works better than

|
another by comparing these measures. The aim of this

research is to develop a sécurity model to measure the
I |
security threat of a given:agentrbased distributed

computing system and each eélement in the system.
I \

This research also provides a taxonomy of the
1

security risks in mobile—aéent distributed systems. This

taxonomy not only helps to give a clear view of the

|

I
|

security threats in an agent-based system, but also serves

i
as the basis of the develogment of our probabilistic model

of agent-based system’s security measurement.
t
The most significant dontribution of this thesis is
!

that it proposes a novel concept of security risk graph
|

and uses the security risk Fraph.to model the security

threats in the mobile—agentidistributed system.

At the time of this wrﬁting, there is only one paper

about security evaluation o& the agent-based distributed

11

|
|
i
I
|
|
|



systems published by Chan and Lyu [2]. As discussed in the
related works section, due to the complicated nature of
the mobile-agent distributed systems, their model seems to
be limited in scope. There is also lack of rigorous proofs
which support the claims in the:paper. To overcome all
these shortcomings, we provide & set of theories along
with proofs to the validity of the model developed in this
paper. Therefore, this thesis is the first attempt to
present a complete theoretical security measurement model
for the mobile agent-based distrﬁbuted systems. Using this
model, we can get a guantitative measure to indicate how
secure an agent or a host is. Also as the first attempt in

this field of study, we can evaluate how secure the whole

system is.

1.6 Organization of the Thesis

The thesis is divided into five chapters. Chapter One
provides an introduction to the context of the problem,
related works, purpose of the thesis, and significance of
the thesis. Chapter Two consists of an overview and the
taxonomy of the security threats of the agent-based
distributed systems. Chapter Three presents the
probabilistic model for agent-based system security

evaluation. Chapter Four provides an advanced mathematical

12



model for the security measurement of the mobile-agent
systems developed in this thesis. Chapter Five gives the
conclusion and future directions of the thesis. Finally,

the references for the thesis are presented.

. l 3 .



CHAPTER TWO
OVERVIEW AND THE TAXONOMY OF THE SECURITY

THREATS IN THE AGENT-BASED SYSTEMS

2.1 Introduction
There are many advantages in using mobile-agent
systems. By using agent technoloéy, we can move the code
to the remote data to avoid theldifficulty of moving the

t

data, especially when the data volume is very large. We

1

can also send out the agent to access the remote resources
without keeping the network connection alive all the time.
1

i
This is very useful when we have weak or expensive network

1

links. Task parallelization and allowing the scalability

of processing the information are two other benefits of

using agent technology. These merits of agent technology
are very important in the areas of telecommunication and

|
massive information processing. However, more security

threats emerge along with this néw technology. Séme of
them are inherent in agent’s naturé and many are due to
its mobility. Classic concept of;security to support
reliable system protection is based on the traditional
taxonomy of the security threats: It is difficult to study
the protection issues in the nemeobile—agent scenarios.

i

So in this chapter, we are going to focus on the security

14



issues in the mobile-agents systems and develop a security
threats taxonomy on which we base our security model in

this new paradigm.

2.2 Overview of the Security Threats in the
Agent-based Distributed Systems

From the point of view of consequence of the security
breaches, the traditional taxonoﬁy of security threats
identifies three main categories [11, 21] as:
confidentiality, integrity and a&ailability.

e Confidentiality is violated when unauthorized

principals can learn protectéd ipférmation. It includes 3
subcategories of threats, they are: anonymity,
traceability and traffic analysié. Common confidentiality
breaches are eavesdropping, password guessing,

masquerading or no password protection, etc.

e Integrity is infringed when unauthorized principals
modify information. The frequent integrity threats are
having improper write access, such as the ability to

intercept or alter the information, or interference with

the communication, etc.
e Availability is breached when the system is

prevented from performing its intended function. Some

common availability security risks are taking all the CPU

15



cycles to denial of service or jamming the communication
channel, etc.

From the point of view of relationships between the
actors in the mobile-agent systems, there are four main
categories identified [15]: thréats occurred when an agent
attacks an agent platform; when‘an agent attacks against

other agents; when an agent platform attacks an agent, and

when an agent attacks the underlying network.

e The agent-to-host category includes the set of
threats in which agents exploit ‘the security weakness of
an agent platform to launch attacks against their hosts. A
malicious agent may steal or desﬁroy the information on
the host.-It can also masquerade:as another agent to the

{

platform. Because the incoming agent has access to the CPU

|
cycles and file systems of the host, it can install a
virus or launch denial of service attacks to the host. In
|

Table 2, there is a list of possible types of attacks we

identified for the agent-to-host scenarios.
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Table 2. List of the Security Risks for the Agent-to-host
Scenarios :

Security threat type Threat’s behavior

Masquerade An 'unauthorized agent claims
the identity of another

agent

Resource exhaustion An agent can consume an
excessive amount of the
platform’s computing

resources

Intercept/alter An unauthorized agent
obtains or change the data

or code of the host

Eavesdropping An unauthorized agent can

i
monitor the communication of
the host and obtain the

confidential information

Repudiation An agent participated in
some transaction with the
host and later denies that

transaction took place

e The host-to-agent category represents the threats
where platforms maliciously attack the agents running on
. them. Since the host controls every step in the execution
of the agent, it can easily eavesdrop on the agent’s
communication with other agent o£ hosts, filch
information, modify the code or state, masquerade as

another platform or deny the services to the agent. As
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shown in Table 3, we have a lisg of possible types of
attacks we identified when a plétform launches attacks to
the agent(s).

e The agent-to-agent categ&ry represents the set of

threats in which the agents expLoit security weakness to
launch attacks to other agents. An agent participating in
a transaction or communication may repudiate the result by
claiming the transaction or communication never happened.
An agent may also masquerade as .another agent to gain some
agent’s trust. Or an agent may interfere with other agents
by eavesdropping the conversatiqn or falsifying another
agent’s data or code. An agent éan launch denial of
service attacks by repeatedly sending messages to another
agent too. In Table 4, we find % list of possible types of

attacks when an agent launches attacks to other agents.
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Table 3. List of the Security Risks for the Host-to-agent

Scenarios

¢

Security threat type

Threat’s behavior

Masquerade

A platform pretends to be

another platform to an agent

Resource exhaustion

A host deliberately consumes
a resource of an agent so
heavily that the service to

other users is disrupted

Intercept/alter

A host can change, delete, or
substitute data, code or in
particular, the itinerary of

the agent(s) running on it

Eavesdropping

A hqst can monitor the
communication of the agent
and obtain the confidential

information

Repudiation

A platform participated in
some transaction with the
ageﬁt and later denies that

transaction took place

Killing an agent

A malicious platform destroys

the running agent on it

False system calls

return values

A host returns the wrong
values for the system calls
initiated by the agents

running on it

Replay

A copy of previously sent
agent is retransmitted for

malicious purpose
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Table 4. List of the Security Threats for the
Agent-to-agent Scenarios

Security threat type

Threat’s behavior

Masquerade

An unauthorized agent claims
the identity of another

agent

Resource exhaustion

An agent deliberately
consumes a resource of other
agents so héavily that the
service to other users is

diérupted

Intercept/alter

An agent can change, delete,
or substitute data, code of

the, other agents

Eavesdropping

An égent can monitor the
communication between the
other agents and obtain the

confidential information

Repudiation

An égent participated in
some transaction with the
other agents and later
denies that transaction took

place

Replay

A copy of previously sent
agent is retransmitted for

malicious purpose

Killing an agent

An unauthorized agent has
the possibility to end the

life of other agents
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e The agent-to-network class represents the set of

threats in which the malicious égents get control of the

underlying network and attack the normal communication of

the network. An agent may consume excessive resources in

the network by roaming through the network forever or

creating endless children to exhaust the network

resources. As shown in Table 5, we have a list of possible

types of attacks identified when an agent launches attacks

to the underlying network.

Table 5. List of the Security Threats for the
Agent-to-network Scenarios

Security threat type

Threét’s behavior

Masquerade

An unauthorized agent claims

the identity of another agent

Resource exhaustion

An agent deliberately consumes
1

a resource of the underlying

network so heavily that the

service to other users is

disrupted
Intercept/alter An agent can change, delete,
or substitute data, code
trans@itted through the
underlying network
Eavesdropping An agent can monitor the

communication traversed
through the network and obtain |

the confidential information
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2.3 A Taxonomy of the Security Breaches in the
Mobile-agent Systems

As we can see from Tables 2, 3 and 4, for the mobile-
agent systems, we have a new type of security threat-
repudiation, i.e., when one paréy to a communication
exchange or transaction later dénies that the transaction
or exchange took place. Since the repudiation relates with
the trust and credit history, we name a category of
security threats to which it belongs as creditability.
Therefore, now we have four cateéories of security threats
in the agent-based systems from the point of view of the
consequence of the security brea?hes. They are:
confidentiality, integrity, availability and
creditability. Here we define th¢ creditability as
following:

e Creditability is violated when principals deny
having performed a particular action. The most common
breaches of creditability is repudiation and using some
programs owned by others, etc.

The basic elements in a mobile-agent distributed
system are the agents and the hosts. The hosts along with
the underlying networks are the basic environment for the
agents to execute. A host cohsisﬁs of a directory service,

an agent manager and a message transport service.
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Agents are software units executing on the hosts on
behalf of their owners. Agents can be mobile or static,
depending on the need of the agént’s tasks.

Based on this structural characteristic of the agent-
based systems, we can partition the security threats into
two broader categories. As shown in Figure 1l, security

threats can be towards the host or towards the agent. They

both have two subcategories as shown:

e the security breaches towards the hosts:
« the malicious agent against agent platform

e against the underlying hetwork
|

| o .
e the security breaches towards the agents:
|

 the malicious host against agent

» agent against other agents
|
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Figure 1. Taxonomy of the Security Threats for
the Agent-based Systems

For each subcategories of the security thréats, it
also violates one of the four seeurity requirements from
the point of view of the consequéncg of the security
breaches except for the agent-against-network category. As
shown in Figure 1, the agent-against-network category will
not violate the crgditability se?urity threat. If an agent
has used the network to transfer:information through the

network connections, it has no péssibility to deny that it

has used the service.
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From the taxonomy in Figure 1, we can develop the
security model by differentiating the security risks of a

host from those of an agent.
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CHAPTER THREE
A PROBABILISTIC MODEL FOR AGENT-BASED

DISTRIBUTED SYSTEM SECURITY THREAT EVALUATION

3.1 Introduction

Based on the taxonomy of security threats in the
mobile-agent distributed systems, we design a
probabilistic model for evaluatiﬁg the security threats of
the agents and hosts in the agen&—based distributed
systems.

Even though Chan and Lyu [?] have attempted to
evaluate the security for the agént—based systems, their
consideration does not include the security threats of

1

agent-against-host, agent-against-agent and agent-against-
|

network scenarios. Also the concepts of the coefficient of
|
malice and vulnerability in Chan'and Lyu [2] are not well
defined in how to obtain the coe?ficient of malice and
vulnerability is not clear. In this chapter, we develop a
probabilistic security model in which all of the 4
security categories identified.iﬁ the mobile agent system
are taken into consideration. We develop the security risk
graph and use it to set up a proﬁabilistic model to

! ,
evaluate the security of the mobile-agent systems

gquantitatively. |
|

26



3.2 Introduction of the Security Risk Graph

The basic idea is to use a graph to describe the
security threats that exist in an agent-based system.
Graphs are used because they aré well defined
algorithmically and mathematicaily. The notations used in
graphs are well known and easily adapted to the model we
developed. We start by giving list of fundamental
definitions. A security risk grqph consists of a set of
vertices and edges.

Definition 1. A vertex of a sécurity risk graph is an
agent or é host in the aéent—baéed distributed system.

Definition 2. An edge in'a'éecurity risk graph is an
arc from vertex X to vertex Y, répresented as (X, Y).

An edge starts from vertex X and ends at vertex Y in
the security risk graph means thét a method exists for X
to launch attack to Y.

Definition 3. A security th}eat of type r exists from
vertex X to vertex Y means that Lhere exists a method for
vertex X to perform a type r attack to vertex Y.

For each type of éecurity threat, there is an average

access time to associate with it. We call it the

transition time of a specific type of security threat.
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Definition 4. Transition time is the time needed for
a specific type of security threat r to succeed from one

vertex to the next vertex. |

Definition 5. Transition rate is the success rate of
the corresponding attacks, defiﬁed as the inverse of the
transition time t of the correséonding attacks.

Here the transition time or the transition rates from
one vertex to another are the quameters we need to know
before we can do our probabilis;ic_evaluation. They can be
obtained from the statistical estimation of agent’s and
host’s profiles based on the anélysis of the agents’ and

: ] ,
hosts’ behavior and bf their interaction with each other.
By observing the system, we can‘get the transition time
(which is the inverse of transigion'rafe) indicate how
hard for one node to perform oné particular attack to
another node and assign that value to the same kind of
attack identified from the system we want to analyze.

Definition 6. The weight of each edge is the
transition time of each edge.

Definition 7. A directed path in a security risk
graph is a sequence of vertices;along with the edges in
between of them such that, for &ny adjacent pair of edges
e; and ey, the ending vertex of e; is the starting vertex

b

of ey. In this thesis we call a directed path as path.
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We can now define the security risk graph, which we
can use to model the security threats in an agent-based

i

distributed system. :
Definition 8. A security risk graph of an agent-based
distributed system is a directed and weighted graph G(V,E,

W) where V is a set of vertices, W is the set of weights

and E is a set of edges between the vertices E = {w(u,v) |
u, v € VvV, w€EW, u # v}.

Figure 2 shows an example of a security risk graph.

A, B, C, D and E are the verticés and the edges are
1

labeled by the security threat types. Note that only when

|
a path between an attacker and a target exists, is there
a possibility that a security breach can occur. For
instance, as illustrated in Fiéure 2, B cannot gain any
access to E. So B cannot be a potential attacker to E.

By formalizing this intuitive idea, we can get the
following lemma. :

Lemma 1. A security threag exists from one vertex X
to another vertex Y whenever there is a path that starts

[

from X and ends at Y. ‘

i

Proof: Let us consider contrapositive statement of this

[

Lemma. That is, “If there is no path starts from vertex X
and ends at Y, there exists no security threat from vertex

X to Y”. Since we know this reciprocal statement holds

i
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4
D g E
3

1) X can read files from Y (intercept);

2) X can guess Y's password;

3) X can get hold of Y’'s CPU cycle;

4) Y has no password;

5) Y uses a program ownéd by X.

t
Figure 2. An Example of a Security Risk Graph with Edges
Labeled by Security Threats

|

and the proof follows, we deducefthat Lemma 1 is true. O

3.3 Security Risks Analysis

Based on the taxonomy of thé agent-based system
vulnerabilities, we can deal with the security situation
for a host and an agent separately.

Combine the security risks related with agent against
host and agent against the underlying network, we can
analyze the security risks a host needs to consider. As
shown in the example in Figpre'3; the security risks
labeled in the numerical values and a prime are the

security breaches to the host. Thus when we analyze the
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) |

security risks of a host, we can discard all the edges
from the host to agents and some of the edges between
agents that do not count for atqacking the host and the
underlying network. \

We find that the masquerade is a tricky type of
security threat. Since both the agent and the host can
masquerade as another one in the same kind. When vertex X
masquerades as another vertex Y to a third vertex Z, is it
an atpack to Y, or Z or both? An example can be seen in
Figure 3. In this example, agent:Bl can masquerade as
agent Al to the host. So that this attack is toward agent
Al only, the host only or both is a question. To solve
this problem, we need to proVideimore notations and
definitions.

Definition 9. We call vertex X equals vertex Y if
vertex X's behavior looks the same as vertex Y'’s behavior,
denoted as X = Y.

Definition 10. Masquerade ig the act of imitating the

behavior of vertex X to vertex Y under false pretemnse,

denoted as X(Y).
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host h

1) X can
2) X can
3) X has
4) X can
5) Y
6) X can
7) X can
8) Y has
9) X can
1) X can
2’) X can
3’7) X can
4') X can
57) X
platform.
Figure 3.

guess Y'’s passwords;
eavesdrop Y’'s communication with others;
write access to Y (alteration);

masquerade as another platform to Y;

uses a program owned by X;

repudiate the resu;t from Y;
copy and replay Y’'s information;
no password;
deny the service to Y;

read files from Y;

write files to Y; .

get hold of Y’s CPU cycle;

get hold of network resources;

can masquerade as another agent Y to the

Security Risk Graph Example for Agent-based

System
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From Definition 9 and Definition 10, we know when
vertex X masquerades as Y, its behavior looks the same as
Y’s behavior, that is X(Y) = Y.

Definition 11. The behavior of B as seen by C is
denoted as B y C.

Unlike other kind of security threats, masquerade is

a very special type of security threat because it has the
following characteristics. '

Masguerade Transition Law:

If Entity A can masquerade as Enfity B to Entity C, then

that is an attack from Entity A to Entity C.
|

Proof: To C, Entity B is as itself, so B y C = B.
|
|
When under masquerading, Entity A acts as B, so A Yy C =

A(B) YC =ByYC, :
because A(B) = B. :
So we have B YC = Ay C = B. :
Because A behaves itself to Entiﬁy C under the name of B,
to obtain the privileges of C, so that is an attack from A
to C. O

Saying that masquerade is special is because other
types of security threats do notlnecessarily have this

feature. For example, If vertex A can intercept the

information of vertex C, vertex B can also intercept the
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information of C, then A is not necessarily definitely
able to intercept the information of C. Based on this
Masqguerade Tranéition Law, we can get and prove the
following lemma.

Lemma 2. If a vertex A can masguerade as another vertex B
to the third vertex C, then this is a security risk fromAA
to B, also a security risk from A to C.

Proof: First to prove this is a securxity risk from A to B
is trivial. Because A masquerade as B, whatever A does

has affected B’s reputation. So it is an indirect
|
security risk from A to B.
Also by using the masquerade transition law, we know it is

|
a security risk from A to C. O

i
Take Figure 3 as an exampleﬁ agent Bl can masquerade
|
as agent Al to the host. So that:is a security risk to
agent Al and to the host as well? By using Lemma 2, we can
leave agent Bl in the graph for the analysis of the
security risks for the host. Becéuse we discover an agent
could masqguerade as another agent to the platform. We
regard it belongs to the security risks a host needs to
face, also as a security attack:form between agents.

Then we can isolate the security risks the host will face,

see Figure 4.
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1l) X can read files from Y .(intercept) ;

2) X can write files to Y (alteration);

3) X can get hold of Y's CPh cycle;

4) X can get hold of networ# resources;

5) X can masquerade as another agent Y to the
platform.

|
Figure 4. Security Risk Graph Analyzed the Security Risks
of the Host h '

By far, we have used an exaﬁple to illustrate how to
analyze the security risks a host will face in the system.
Our basic idea is to eliminate all the unnecessary edges
and vertices to make all the conﬁections to this host
stand out. To summarize, we can just consider the
connections to the host and the communications between
agents that can cause any breach to the host for
analysis of the security risks éf the host.

But for analyzing the security of the agents, using

Figure 3 as an example, we cannot just discard all the

V
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possibilities in Figure 4. Becaﬁse one agent can take all
host h’s CPU cycles, so as to deny the service to o;her

1 y
agents. For instance, as shown %n Figure 5, A; can get
hold of host’s CPU cycle, thus 1aunch denial of service
aﬁtack to every agent running oﬁ host h. Note that in
Figure 3, we don’t have the edgés of type 9 from host h to
each agent. By the process of analyzing the security
“Towards the agent” scenarios, we found that we should add
those edges. In fact, we can generalize this observation

into the following theorem for %nalyzing the security risk

graprh of the agent-based systemﬂ
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| host b

1l) X can guess Y’'s password;

2) X can eavesdrop Y's comﬁunication with others;
3) X has write access to YQalteration);

4) X can masquerade as another platform to Y;

5) Y uses a program owned 5y X;

6) X can repudiate the result from Y;

7) X can copy and replay Y’é information;

8) Y has no password;

9) X can deny the service tb Y;

3/) X can get hold of Y’s CPU cycle;
4') X can get hold of network resources;
57) X can masquerade as another agent Y to the

platform. ;

1

Figure 5. Security Risk Graph for Agents on the Platform
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i

Theorem 1. If an agent A on hosﬁ i can take all of host
i’s CPU cycles, i1t can in turn launch denial of service

attack to all of the agents running on this host except

1

for A itself. If more than two agents on the same host 1
’ !

can take all of i’s CPU cycles,jthe first one which
launches the attack can succeed{

Proof: Since all of the agents funning on a host need to
ﬁtilize CPU cycles for its perfarmance, if the CPU is hold
completely by one agent, then tlie other agents cannot
function correctly. If the first agent can get hold of all
CPU cycles successfully, all thg other agents running on
host i can not even function coﬁrectly. They would have no
chance to succeed in taking hold of all CPU cycles any

|

more. O *
|
|

3.4 Mathematical Quantification for Security
Assessment

After we have developed the security risk graph of a
system, the Markov model is chosen to quantify the
security risks of a mﬁlti—agent;distributed-system. Among
various probabilistic measures aerived from the Markov
model, we use the MTTF (Mean Time To Failure) value which

we define as follows.
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Definition 12. Mean Time Té Faiiure is the meaﬁ
transition time for a potential attacker to reach the
specified target, denoted as MTTF.

The MTTF is obtained by summing all the mean
transition times in the edges leading to the target vertex
that each edge is weighted by the transition rate of each
attack. The mean time in vertex:j, denoted as Ty, is given

by the inverse of the sum of vertex j’s output transition

1

rates: !
1

Ty =1/ % A 51, 1 € out (),
{

where A j1 is the transition rate from vertex j to
i

vertex 1, and out(j) is the set‘of all vertices to which j
|
is connected by an edge where j‘is the starting point.
The MTTFx is the mean time to failure when vertex k

f
is the initial vertex and Py is the conditional transition

probability from vertex k td vertex 1. They are defined as

-t

follows:

MTTFx = Tx + & Px1 * MTTFy1;

Pir = A g1 * T k.

Though wé have set up the way to quantify the
security using the Markov model* before we can really
start the calculation, we have gome more things to do. Due

to the fact that the agent-based distributed system is
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quite different from the traditional distributed system as
we have several agents running on a single host or a host

can launch several different kinds of attacks to one

particular agent, we face a problem of how to analyze and
calculate the MTTF for this kind of situation. For
example, as shown in Figure 6, when agent B2 is the
attacker and agent Bl is the target, we have an edge loop
back to its ancestor, like hosthal. How could we calculate
the MTTF for this scenario? In Figure 4 and Figure 5,
agent Al can perform 3 differené attacks” to host h (in
Figure 4) and host h can launch:four‘different attacks to
agent A2 (in Figure 5). Which one we should choose for

calculating T;? In responding‘to!these problems, we have
J

l
developed the following theorems to handle them.

Figure 6. Security Risk Graph for B, as the Starting Point
and B; the Target
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Theorem 2. If there are several edges with the same
direction from one vertex.to the next in the security risk
graph and suppose the intrudersjdo not know the whole
topology of the system, when caiculating MTTF regarding to
these two vertices, choosing thé shortest edge with the
smallest transition time will not affect the MTTF
calculation.

Proof: Without losing generality, as seen in the security
risk graph (Figure 7), suppose A is an intruder and B as a
target. There are several edges 'from A to B, ABR,;, AB,,

Ab,. EFach edge has a transition Fime t1, ..., typ associated
with it. Suppose t; = min{ t;, .;. tn }. Based on the
assumption in Dacier, M. et. al.:[63, the intruders do not
know the whole topology of the sécurity risk graph. They
only know the attacks that can bé directly applied in a
single step. So A has the options t;, ta, .., thn to attack
B. From the empirical results obFained from Jonsson, E.

and Olovsson, T. [12], the intruder A would always try to

Figure 7. Security Risk Graph for A as the Intruder and B
as the Target
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perform the attack takes the least time which is t;. O

Theorem 3. If there is an edge from one vertex that goes
back to its ancestor, then this:edge would not be counted

in calculating MTTF.

|
Proof: From the attacker’s point of view, he would choose

a route which takes the least tiﬁe. Reflected in the
privilege graph, the attacker’s goal is to choose the
branch that takes the least timeL

Case I. Edge from one vertex goeé back to its parent.
Without losing generality, suppoée there is one branch in

the security risk graph that has an edge from one vertex

i

B; goes back to its parent A;, as:circled part in Figure 8.
Then the time taken by each of all the other branches is
just the sum of all the edges intthat branch. From the
security risk graph, we can see that if the time taken
from R go all the way down to T is t (t is chosen by
selecting the smallest value amoﬁg different routes). But
if we loop back at B;,

for route A; - B;, total time = t + tpi; + taii, where’
tp1i + tmiz > 0.

So total time > t.

for route A; - Bj - B, total time = t + tgij + tg1 +

tBli, where tBij + tle + tgiy > O.

t
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So total time > t.
That means whatever the routes in between vertex A;
and B;, total time > t + tgy; > t. So when calculating

METF, we discard the edges thatiloop back to the parent.

Figure 8. Security Risk Graph fof Edge from One Vertex
Goes Back to its Parent Case

Case II. Edge from one node goes back to its ancestor.
Similar to case I, the time taken by the branch edge from

one vertex n; goes back to its ancestor is greater than
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|

.the time taken from R go all the way through A;, n; down

to T, as in Figure 9. If t is the time taken to loop back

from n; to A; , £t > 0O

So when calculating MTTF, we diécard the edges that loop

back to the ancestor of this veﬁtex n;. O

Figure 9. Security Risk Graph for Edge from One Vertex
Goes Back to its Ancestor Case
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3.5 Illustrativé Example

Now let us use an example to illustrate how this
approach works. We use the example in Figure 3. Figure
10 shows that the edges are assigned different
thicknesses to represent their welight and also to
characterize the difficulty of the breaches: the
thicker the edge, the easier the breach. For the
convenience of calculation, we use one week as the unit
of attack times. So every different transition time can
be digitally quantified as weeks, for instance, one day
is approximately 0.2 weék. In this way, the transition
rate for each attack is 1 divided by the corresponding
transition time. To represent very easy attacks (guasi-
instantaneous transipion firing), the transition rate
is assigned a high value as 5000. Table 6 lists the
transition time, its corresponding time in weeks,
transition rate and:the graph representation in the
security risk graph for the identified tranmsition time

of the attacks.
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Table 6. Transition Time, its Corresponding Time in Weeks,
Transition Rate and Graph Representation

Transition Transition Transition | Line type in
time Time in rate | the security
weeks risk graph
Quasi- 0.0002 5000 ‘
instantaneous
one hour 0.02 ‘ 50
one day 0.2 5
—
one week 1 1
—Pp
one month 5 0.2
P
one year 50 0.02
Y R

\

To illustrate how to calculate the MTTF, we take B,

as the attacker, A, as the target from Figure 10 and

[}

generate the Markov graph as in Figure 11.

\
\
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1) X can guess Y'’s paéswordyin-bne‘week (one week
—» ) ' ' '
2) X can guess Y’s passWordjin one month (one month
—p ) oo .
3) X can eavesdrop Y’'s communication with others

(quasi-instantaneous

4) X has write access to Y;Kalteration) (quasi-

instantaneous) ; !

1

5) X can masquerade as another platform to ¥ (one
hour » ) ; 1

6) Y uses a program owned by X once in a year (one
year —~—; ) ; E

7) X can repudiate the resuit from Y in one day (one
day — ) ; |

8) X can copy and replay Y’$ information (quasi-

instantaneous) ;
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9) Y has no password (quasi-instantaneous) ;

10) X can
11) X can
1’) X can
27) X can
37) X can
4') X can
57) X can

deny the service to Y in one hour;

deny the service to Y in one day;

read files from Y in one hour;

write files to Y 'in one day;

get hold of Y’s CPU cycle in one hour;
get hold of netwérk resources in one day;

masquerade as another agent Y to the

platform in one month.

Figure 10. Security Risk Graph Example with Weight
Demonstrated in Different Line Type
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Figure 11. Markov Graph for B, aé the Attacker and A, as
the Target |
. {

By using Theorem 3, we can eliminate the edges BiBj,
l
to get Figure 12. Also for transition rate of edge
A;Hosty we can choose the one that gives the smallest

transition time based on Theorem 2.
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2

Figure 12. Simplified Markov Graph for Figure 11 by Using
Theorem 2 and Theorem 3

|
Then we can calculate MTTF as following:

MTTF = T¢ + P1MTTF,; + P13MTTF,

Ty = 1/ (M + Az) = 1/ (0.0245000) = 0.00019999
|

Piz= Ay * Ty = 0.02 * 0.00019999 = 0.000004

Pis= Az * Ty = 5000 * 0.00019999 = 0.999995
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MTTF, = T, = 1/ A3 +1/ Ag = 1/50 +1/50000 = 0.02 +

0.0002 = 0.0202
MTTF; = T3 + P3MTTF4 + P33MTTFs

T3 = 1/ (Ay + As) = 1/ (50+5) = 0.01818182

Pig = Ag * Ts 50 * 0.01818182 = 0.909091

P33 = As * Tj 5 * 0.01818182 = 0.0909091

11

MTTF, 1/ A7 + 1/ A3 + 1/ Ay = 1/0.2 + 1/50 +1/50000

=5+ 0.02 + 0.0002 = 5.0202

MTTFs 1/ Ag = 1/0.2 =5

MTTF,

0.01818182 + 0. 909091 * 5.0202 + 0.0909091 *

5 = 5.036535958

So MTTF 0.00019999 + 0.0q0004 * 0.0202 + 0.999995 ~*

5. 036535958

5.03671, which means the average time for
B, to attack A, is about 5.03671 weeks.

Part of the result is shown in Table 7. In this
table, we selected 3 vertices aéltarget and calculated the
MTTF other attackers need to spehd to reach them. The
MTTF is represented in time duration as number of weeks.
For example, take agent B; as the attacker and agent B3 as

the target, B; need 0.2002 weeks to succeed one attack to

Bs.
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Table 7. Part of the MTTF Results
Calculated by Using the Proposed Method

(in Number of Weeks)

Target Host h; A, B;
Attacker

B, -— 5.0367 0.2002

Ay 0.02 5.148 0.1584

Host h -- . 0.0002 0.02

By 5.02 ' 5.1745 0.8916

52




CHAPTER FOUR
DESIGN OF A MATHEMATICAL MODEL FOR SECURITY

MEASURING OF AGENT-BASED DISTRIBUTED SYSTEMS

4.1 Introduction

In this research, we found that the MTTF calculation
is complicated even only with bagic security threats taken
into consgsideration. If we want to evaluate a large network
with numerous machines running, fhe calculation could be
enormous. Even for the traditional distributed systems,
Ortalo, R. et. al. [17] has provéd that the calculation of
MTTF can not be computed sometimes due to the
complications by performing expefiments. In order to
overcome this shortcoming, we used the shortest path
algorithm to reduce the amount o# computation. Also by
using the shortest path, we have the method to find the
diameter of the security risk graph so that we can
evaluate the security of the whole system. The shortest
path was discussed in the study éf security risks in the
traditional distributed network in Dacier, M. et. al. in
[6]. They claim that the shortest path can only be the
major contribution to the MTTF cqlculation. Since an

attacker does not know the whole'topology of the network,

they believe that the attacker could not always take the
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shortest path. They showed that the mean time to reach the
target using MTTF calculation ié always smaller than the
value calculated using the shoréest path. While the MTTF
calculation can only estimate the mean time to failure
between any two vertices, it would be more usable if we
can compare the security between:two systems besides just
comparing between any two verticés. Especially for the
system administrators, after the& perform some security
upgrade, they may want to comparé the upgraded system

1

security with the original one to see how effective the
: |
new methods are. In this Chapter, we are going to present

an advanced mathematical model déveloped in the thesis by

using the shortest path.

4.2 An Advanced Security Model for Security
Evaluation

As we presented ih Chapter 3, we have modeled the
system’'s security risks using the security risk graph.
Based on the analysis of the security threat types, we
developed Lemma 2 and Theorem 1 to identify some special
kinds of attacks and add all the‘necessary edges. Then the
developed Theorem 2 and Theorem 3 are used to simplify the
generated security risk graph so that we can calculate the
MTTF using Markov model. HoWéver; the MTTF calculation is

too complicated and time-consuming and sometimes not even
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computable by the ordinary compﬁters [17]. Also our goal
is to find a way to evaluate the entire system’s security
risk as opposed to finding the security risk between any
two vertices. First we rieed to know what a shortest path
is in a security risk graph.

Definition 13. Let P be a path containing vertices wvi,
V2, . Vn, and w(vi, v4) be the weight on the edge
connecting vi to vy, then the length of path P is defined

as

n-1
|P| = Z  wi(vi, via).
i=1

l
(
4
|

Definition 14. A shortest p?th from vertex u to

vertex v is defined as any path with weight d(u, v) =

min{w(P) ] P(u ~ v) }, where P(ul~ v) 1s the set of paths

from vertex u to vertex v, and w(P) is the set of weights
of each path in P(u ~ v). |

Degpite the argument in Dacier, M. et. al. in [6]
that the shortest path cannot be:used for calculating the
MTTF. We assume that if there exists one or more paths
between two vertices in a security risk graph, the attack
time taken from the starting poi?t to the target can be

represented by the sum of the trénsition times on the

shortest path. Because the time 6n the shortest path
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describes the least time the attacker will need to use to
break into the target. If the attacker does not know the

topology of the whole system, the time needed to break

into the target will be_definitély more than the time
calculated from the éhortest paﬁh or at best is equal to
the time from the shortest path. Also due to the
difference between the agent-based distributed systems and
the traditional distributed systems, the attackers may

have some means to know the shortest path from the

starting point to the target or even the topology of the
| »
whole system by probing the vulﬂerabilities first. In

either case, the shortest path is a suitable measure for
|

the system administrators to evaluate the system’s
f

security level.

!

4.3 Quantification Algorithm for Security
Measurement

In this section we present an algorithm to find the
security measure based on the Dijkstra’s algorithm and use

a simple example to show how this algorithm works.

Security risks estimation algorithm:
Input: Weighted graph G, source, destination (G is the
simplified graph using Theorems 2 and 3)

Output: Transition time from source to destination
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Temp: temporary tree structure to hold the nodes and edges
as we go through graph G

1. add source, Transition time (source) = 0 to Temp
2. while (destination ¢ Temp)
find edge (u, Vv), where:
a. u € Temp;

b. v ¢ Temp;
c. minimize the transition time over all (u, v)
satisfies a and b.
The resulted transition time = transition time (u)

+ w(u, v), where w(u, v) is the weight of (u, v).

Actually, Dijkstfa algorithm can find the shortest
path to every vertex to which tﬂe source vertex has a
connection besides the target vértex. It has the same time
complexity as the one needed for just finding the shortest
path to the target.

Take Figure 12 as an example, this time we want to

use the transition time instead of the transition rate and

generate the Figure 13.
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Figure 13. Simplified Markov Graph for Figure 12 Labeled
by Transition Times

Following the above algorithm, the example in Figure
13 works as below:
1. Take the source vertex:Blz and put it in Temp.
Temp = {B3}
2. Since B, connects to A; and D;, we mark A; and D;
as candidates. |

3. Compare | BxA; | = 50 and | ByD; | = 0.0002. Because

| ByD; | is smaller, we take D; into Temp. Now

i
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Temp = {B,, Di} and we also get the shortest path
between B, and D; is ByD; with | ByD; | = 0.0002.
Since D; is in Temp, now we need to consider the
vertices connected to Di: B; and Bs;. After we mark

them, our candidates are A,, B; and Bs.

Compare:
| ByDiB; | = 0.0002 ,+ 0.2 = 0.2002
| BoDyB1 | = 0.0002.+ 0.02 = 0.0202
| B:A; | = 50

Because ] BﬂhBll is sma}ler, we take B; into Temp.
Now Temp = {B,, Di, Bi} %nd the shortest path
between B, and By is B,DiB1 with | BDiB; | = 0.0202.
Now that B; is in Temp, Qe need to consider the

|
vertices connected to By: A;. After we mark it,

our candidates are A;, and Bs.

Compare:
|
| B:DiB1A; | = 0.000:2 + 0.02 + 5 = 5.0202
| ByD:iB; | = 0.0002 + 0.2 = 0.2002
| B2A; | = 50 N |

|

Because | BﬂhB3| is smailer, we take B3 into Temp.

Now Temp = {B,, D;, B, 33} and the shortest path

|
between B, and B3 is BpD;B; with | B.DiB; | = 0.2002.
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8. Now that B3 is in Temp, we need to consider the
vertices connected to Bz: A,. After we mark it,
our candidates are A,;, and A;.

9. Compare:

| BaD:iBiA; | = 0.0002 + 0.02 + 5
= 5.0262
| B;DiBsA; | = 0.0002 + 0.2 + 5 = 5.2002
| B2 | = 50
Because | ByDiBiA; | is sﬁaller, we take A; into

Temp. Now Temp = {By, D1, Bi, B3, A;} and the

shortest path between B; land A; is BﬂhBLklwithl

| BaDiBiA; | = 5.0202.

10. Since A; is in Temp, now we need to consider the
vertices connected to Alk host,. After we mark it,

. |
our candidates are 'A;, and hosty.

11. Compare:

| ByD:iBsA, | = 0.0002 + 0.2 + 5 = 5.2002
| BzA;hosty | = 50 + 0.02 = 50.02
| BaDiBiAjhosty| = 0.0002 + 0.02 + 5 + 0.02
= 5.0402
Because |>BﬂhBﬁhhosth[ is smaller, we take hosty
into Temp. Now Temp = {By, Di, B, B3, A;, hosty}

and the shortest path between B, and hosty is

B2D1B1A1h0 stn with
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I BleBlAlhOSth I = 5.0402.
12. Since hosty is in Temp, now we need to consider
the vertices connected to hosty: A,. After we mark

it, our candidates are A,.

13. Compare:

| ByD1Bs3A; | = 0.0002 + 0.2 + 5 = 5.2002
| B2AshostyA; | = 50 + 0.02 + 0.0002 = 50.0202
| BzDiBiAjhostpd,; | = 0.0002 + 0.02 + 5 + 0.02
+ 0.0002
= 5.0404
Because I B,D1B1A1hostpl, | is smaller, we take A,

into Temp. Now Temp = {B?, Di, Bi, Bs, A;, hosty, Ay}

and the shortest path between B; and A, is

B;D1B1AhostyA,; with

| B.DiBiAshostpd, | = 5.0404.

[
By using the above algorithm in all these steps, we

have found all the shortest paths starting from agent B,,
and ending to every other vertex. We illustrate those

shortest paths in Figure 14.
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T t=0.0002

‘

Figure 14. Graph Showing Shortest Paths for B, as the

Initial Vertex
|

Next let us take A; as the %nitial vertex and try to
find all the shortest paths star%ing from A,.
1. Take the source vertex A; and put it .in Temp.
Temp = {A;} '
2. Since A; connects to D; and hostp, we mark D; and

|
hosty as candidates.

62



Compare | AD; | = 0.0002 and | Ajhosty | = 0.02.
Because | A;D; | is smalier, we take D; into Temp.
Now

Temp = {A;, D;} and we also get the shortest path
between 2; and Dy is A;D; with | A4D; [ = 0.0002.
Since D; is in Temp, now we need to consider the
vertices connected to D;; B; and Bs;. After we mark

them, our candidates are:hosth, B; and Bs.

Compare:
| ADiB;s | = 0.0002{+ 0.2 = 0.2002
| AD:B; | = 0.0002 + 0.02 = 0.0202
| Aihosty | = 0.02

Because | Ajhost, | is smaller, we take hosty into
Temp. Now Temp = {Ai, Dlthosth} and the shortest
path between A; and hostg is Ajhosty with

| Ashosty | = 0.02.

Now that hosty is in Témé, we need to consider the

vertices connected to hosty: A;, B, B; and Bs.

After we mark them, our candidates are A;, By, B,

and Bs. '

Compare:
| A1D1B; | = 0.0002 + 0.02 = 0.0202
| A;DiB; | = 0.0002 + 0.2 = 0.2002
| AjhostyB, | = 0.02' + 0.2 = 0.22
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| AjhostyB; | = o.oé + 0.02 = 0.04
Because | A;D:B; | is sma:ller, we take B; into Temp.
Now Temp = {A;, D;, hosty, Bi} and the shortest
path between A; and B; is A;D;B; with | A;D:B; | =
0.0202. :

8. Now that B; is in Temp, xllve need to consider the
vertices connected to B;: B;. After we mark it,
our candidatves are A, lel, and Bs.

9. Compare:

| A;DiB; | = 0.0002.+ 0.2 = 0.2002

l A]_hOSthB;; | = 0.02 + 0.02 = 0.04
l AlhOSthAz | = 0.02 + 0.0002 = 0.0202
Because | AjhostylA, | is smaller, we take A; into

Temp. Now Temp = {A;, D;, 'hostn, Bi, A;} and the
shortest path between A; and A, is AlhosthAg with
| Ashostsd, | = 0.0202.

10. Since A, is in Temp, now we need to consider the
vertices connected ﬁo A;: B; and hosty. Since we
have found the shortest. path for both of them, we

do not mark them. Our candidates are B, and Bs.

11. Compare:

| A4DiB; | = 0.0002 + 0.2 = 0.2002
l AlhOStth | = 0.02 + 0.2 = 0.22
| AjhostyB; | = 0.02 + 0.02 = 0.04
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| A1DiBiB; | = 0.0062 + 0.02 + 1 = 1.0202

Because | AjhostyB; | is smaller, we take B; into
Temp. Now Temp = {A;, D;, hosty, B, A,;, B3} and the
shortest path between A; and B3 is AjhostyBs; with
| AjhostyB; | = 0.04.

12.8ince B3 i1s in Temp, now we need to consider the
vertices connected to Bs: A,;. Since we have found
the shortest path for it, we do not mark it. Our
candidates are B,.

13.Compare:

| AlhOStth ] = 0.02 + 0.2 = 0.22

| A;D1B1B; l = 0.0002 + 0.02 + 1 = 1.0202
Because | AjhostyB, | is smaller, we take B, into

Temp. Now Temp = {A;, D;, hosty, B;, A, B3, By} and
the shortest path between A; and B, is AjhostyBs

with I ArhostyB; I = 0.22.

From the above steps, we have found all the shortest
paths starting from agent 24;, and ending to every other
|
vertex. We illustrate those shortest paths in Figure 15.
Let us take A, as our next initial vertex and try to
find all the shortest paths starting from 2,.

1. Take the source vertex A; and put it in Temp.
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Temp = {A}

t= 'U'E,D'U’M/

1= 10,0002

Figure 15. Graph Showing Shortest Paths for A; as the

Initial Vertex :

{
2. Since A, connects to D;, B; and hosty, we mark Di,
|
B:; and hosty as candidates.

3. Compare

| A;D; | = 0.0002 ,
| Ajhosty | = 0.021.
| AB; | = 0.0002 :
Because | AD; | = | AQB1| are the smallest, we

!

take D; and B; into Temp. Now Temp = {A;, Di, Bi}
and we also get the shortest path between A, and

20.0002 and between A, and

D4 is ADq with ] AsDq |

B4 is A1Bq with l AyBq I |00002.
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4.

i

Since D; and B; are in Temp, now we need to
consider the vertices connected to D; and B;: By,
B3y, A;, B; and hosty. After we mark some of them,

our candidates are hosty, A;, Bz and Bs.

Compare:
| Ahosty, | = 0.02
| ADiBs | = 0.0002 + 0.2 = 0.2002
| AxBiB, | = 0.0002“+ 1 = 1.0002
| AzB1A; | = 0.0002 + 5 = 5.0002

Because | A;hosty | is smaller, we take host, into

Temp. Now Temp = {A,, D1:, B:, hosty} and the
l

shortest path between A, and hosty is Ayhosty with

[

| Ahosty | = 0.02.

Now that hosty is in Temp, we need to consider the

1

vertices connected to hosty: A;, D, By, B: and Bj.

After we mark some of them, our candidates are A4,

B, and Bs. ;
Compare:
| AD:B3 | = 0.0002 + 0.2 = 0.2002
| AhostyB; | = 0.02 + 0.02 = 0.04
| A2BiB; | = 0.0002 .+ 1 = 1.0002
| AzhostyB, | = 0.02 + 5 = 5.02
| A;BiA; | = 0.0002 + 5 = 5.0002
| AhostpA; | = 0.02 + 0.0002 = 0.0202
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11

.Compare:

Because | Ajhostyd; | is smaller, we take A; into
Temp. Now Temp = {AZ, Di, Bi, hosty, A;} and the

shortest path between Ay and A; is AjyhostnyA; with
| AhostyA; | = 0.0202. : |

Now that A; is in Temp, Qe need to consider the
vertices connected to A;: D4 aﬁd hosty. Since we

have them in the Temp already, we do not mark them.

Our candidates are B, and B;.

Compare:
| A;D;iB; | = 0.0002 + 0.2 = 0.2002
| AzhostyB; | = 0.02: + 0.02 = 0.04
| AghostyDiB; | = 0.02 + 0.02 + 0.2 = 0.24
| BB, | = 0.0002 + 1 = 1.0002
| AshostyB; | = 0.02 + 5 = 5.02

Because ] AqhosthB3] is smaller, we take B; into
Temp. Now Temp = {A;, D1, By, "hosty, A;, B3} and the
shortest path between A, and B; is A hostyBs; with ]

AzhOSthB3 ] = 0.04.

.Now that B3 is in Temp, we need to consider the

vertices connected to Bzt A,;. As we do not need to

mark it, our candidates are B,.

| A2B1B; | = 0.0002 + 1 = 1.0002

| AshostyB, | = 0.02 + 5 = 5.02
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|
Because | A,B.By | is smaller, we take B, into Temp.
Now Temp = {A;, D1, Bi, hpsth, A, Biz, By} and the
shortest path between Ag:and B, is A;B1B; with
| A;BiB;, | = 1.0002. |
|
Thus we have found all the;shortest paths starting
from agent A,, and ending to eve&y other vertex. We

illustrate those shortest paths in Figure 16.

1= 0.0002;

ty=0.0002

Figure 16. Graph Showing Shortest Paths for A, as the
Initial Vertex
Our next target is to take B; as the initial vertex
and try to find all the shortest paths starting from B;.
1. Take the source vertex B; and put it in Temp.

N

Temp = {Bi}
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Since B; connects to A; énd B,, we mark A; and B,

as candidates.

Compare
| BiAy | =5
| B1By | = 1 ’
Because | BBy | = 1 is smaller, we take B,

into Temp. Now Temp = {élr By} and we also get the

shortest path between By and B; is B:1B; with

| Ble I = 1.

Since B; is in Temp, now we need to consider the

vertices connected to By: A; and D;. After we mark
| £

some of them, our candi@ates are A; and D;.

!

Compare:
| Bipy | = 5 ]
| BiB2A; | = 1 + 50,= 51
| BiBoD: | = 0.0002,+ 1 = 1.0002
| BiAyD; | = 0.0002?+ 5 = 5.0002
Because | B;B;D; | is sméller, we take D; into Temp.

Now Temp = {Bl, D1, B2} and the shortest path
between B; and D; is BiByD; with | BiB,D; | = 1.0002.

r

Now that D; is in Temp, we need to consider the
|
vertices connected to D;: B3. After we mark it,

our candidates are A; and Bs.

Compare:
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11.

IB1A1|=5

| BiBaA; | = 1 + 50 = 51

| ByBsDiBs | = 1 + 0.0002 + 0.2 = 1.2002

| BiAD;B; | = 0.0002 + 5 + 0.2 = 5.2002
Because | B;B;DiB; | is ;maller, we take B3 into

Temp. Now Temp = {B;, Di, Bz, B3} and the shortest
path between B; and B3 i:s B1B,D:1B; with

| B1BDiB3 | = 1.2002. .
Now that B3z is in Temp, we need to consider the
vertices connected to B;: A,. After we mark it,

our candidates are A; and A,.

{
1
Compare: {

| BiA; | = 5 :
| BiBA1 | = 1 + 50 = 51
‘
| BiB:DiB3A; | = 1 +‘l 0.0002 + 0.2 + 5 = 6.2002
Because | BiAy | is smaller, we take A; into Temp.

Now Temp = {B:;, Di, Bs, Bs, A:} and the shortest

path between B; and A; is BjA; with

| BiA; | = 5.

.Now that A; is in Temp, we need to consider the

vertices connected to A;: hosty and Dq. Since D;
has already been in the Temp, so we only we mark
host,, our candidates are hosty and A,.

Compare:
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| BiAthostn | = 5 + 0.02 = 5.02

| BiBaAthosty | = 1 + 50 + 0.02 = 51.02

| BiBDiB3A; | =1 +‘| 0.0002 + 0.2 + 5 = 6.2002
Because ] BiArhosty ] is:smaller, we take hosty
into Temp. Now Temp = {él, Di, By, B3, A;, hosty}
and the shortest path bétween B; and hosty is
B;Ashost, with | BiAjhosty | = 5.02.

12 .Now that hosty is in Temb, we need to consider the
vertices connected to hosty: Bz, Bz, A; and D;.
Since B,, B; and D; has %lready in the Temp, so our
candidate is only A,.

13.Compare: E

| BiAshostid; | = 5 + 0.02 + 0.02 = 5.04

| BiB;DiBsA; | = 1 + 0.0002 + 0.2 + 5 = 6.2002

Because | BiAjhostpd; | is smaller, we take A; into

Temp. Now Temp = {B1( Dli B,, Bz, A;, hosty, A;} and

the shortest path between B; and 2A; is BiAhostyA;

with | BiAshostpd, | = 5.04.
By now we have found all the shortest paths starting

from agent B;, and ending to every other vertex. We

illustrate those shortest paths in Figure 16.
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Figure 17. Graph Showing ShortestvPaths for B; as the

Initial Vertex

Next, let us analyze the situations when B3z as the

i

initial vertex and try to find dll the shortest paths

starting from Bs.

1.

1

1

Take the source vertex B; and put it in Temp.
Temp = {Bs}

Since B3 connects to A,;, we mark A, as candidate.
Since | B3A; | = 5 and w§ have nothing to compare
with it, we take A, intolTemp. Now Temp = {Bs, A}
and we also get the shoﬁtest path between B; and

A is BsA; with | BsBy | = 5.
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4.

!
Since A, is in Temp, now we need to consider the

vertices connected to A;: Di, B: and hosty. After

we mark them, our candidates are D;, hosty and B;.

Compare:
| BsABy | = 5 + 0.0002 = 5.0002
| BsADy | = 0.0002 + 5 = 5.0002
| BsAshosty | = 0.2:+ 5 = 5.2
Because | BiAyD: | = | B3A2B1 | are smaller, we take

D; and B; into Temp. Now Temp = {Bs, Az, Di, Bi}.
The shortest path between Bz and D; is B3A;D; with

| BsAzD; | = 5.0002 and between B; and By is B3A;B; .

with | B3A;B; | = 5.0002.

Now that D; and B; are in Temp, we need to
consider the vertices connected to them: B;, B;
and A;. After we mark some of them, our candidates

are A,, B, and host.

Compare:
| BsAhosty | = 0.2+ 5 = 5.2
| BsAsBiBy | = 1 + 5 + 0.0002 = 6.0002
| BaA;BiA; | = 0.0002 + 5 + 5 = 10.0002

Because | BsAhosty | is smaller, we take hosty
into Temp. Now Temp = {Bsz, A, D;, Bi:, hosty} and
the shortest path between B; and hosty is BizAhosty

with | BsAhostn | = 5.2.
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8. Now that hosty is in Temp, we need to consider the
vertices connected to hosty: A;, B, and D;. After

we mark some of them, our candidates are A; and B,.

9. Compare: . |
|

| BsA;BiB, | = 1 + 5 + 0.0002 = 6.0002
| B3ABiA; | = o.oon + 5 + 5 =10.0002
| BsAshostpA; | = 5 + 0.2 + 0.0002 = 5.2002
| BsAhostyB, | = 0.2 + 5 + 0.2 = 5.4
Because | BiAhostnA; | ié smaller, we take A; into

Temp. Now Temp = {Bs, Ay; Di, Bi, hosty, A;} and the

shortest path between B;3' and A, is BsAhostpA; with

I

| BsAshostnd; | = 5.2002."

10.Now that A; is in Temp, we need to consider the
vertices connected to Alg hosty, and Dy. Since D;
and hosty have already been in the Temp, so our

candidate is only B,.

11.Compare:
| B3A;BiB, | = 1 +‘5|_+ 0.0002 = 6.0002
| B3AD:iBiB; | = 5 + 0.0002 + 0.02 + 1
= 6.0202
| BsAzhostyB, | = 0.2 + 5 + 0.2 = 5.4

Because | BsAhostyB, | is smaller, we take B; into

Temp. Now Temp = {Bz, Aj,, D;, By, hosty, 21, By} and
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the shortest path between B; and B; is B3AzhostyB;

with | BsA;hostyB; | = 5.4.

Therefore we have found all the shortest paths
starting from agent B3, and endihg to every other vertex.

We illustrate those shortest paths in Figure 18.

t,=0.0002

3= 0:0002

Figure 18. Graph Showing Shortest Paths for B3 as the
Initial Vertex
Next, let us take D; as the initial vertex and try to
find all the shortest paths starting from Ds.
l
1. Take the source vertex D; and put it in Temp.

Temp = {Di}
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Since D; connects to B; and B;, we mark B; and Bs;

as candidates.

Compare: |
| D4B; | = 0.02 ,
| DiBs | = 0.2
Because | DiB; | is smaller, we téke B: into Temp.

Now Temp = {Di, Bi} and We also get the shortest
path between D; and B1i$ D;B; with | DBy | = 0.02.
Since B; is in Temp, noﬁ we need to consider the
vertices connected to BJ: A; and B;. After we mark

them, our candidates are A;, B, and Bs.

Compare:
| DiB1Ay | = 5 + 0.(:)2 = 5.02
| DiBB, | = 0.02 +: 1 = 1.02
| DiBs | = 0.2 .
Because | DiB; | is smalier, we take B; into Temp.

Now Temp = {D;, Bi, Bz}. The shortest path between
D; and B; is DyB; with | D;B; | = 0.2.
Now that B3 is in Temp, we need to consider the
vertices connected to it: A,. After we mark it,
our candidates are A, B; and A;.
Compare:

| DiBiA; | = 0.02 + 5 = 5.02

| D14B1B; | = 1 + 0.02 = 1.02
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11.

| DiBsA; | = 0.2 + 5 = 5.2
Because | D1BiB; | is smaller, we take B, into Temp.
Now Temp = {D;, B;j, Bsj, 32} and the shortest path
between D; and B, is DiB;B, with | DyBiB; | = 1.02.
Now that B, is in Temp, we need to consider the

vertices connected to B,: A; and D;. After we mark

A;, our candidates are A; and A,.

Compare:
| DiBiA; | = 0.02 + 5 = 5.02
| DiBsAs | = 0.2 + 5 = 5.2
| DiBiBaAs | = 1 + 50 + 0.02 = 51.02
Because | D;BjA; | is smaller, we take A; into Temp.

Now Temp = {Dl, B,, Bjs, B:z, A]_} and the shortest
path between D; and A; is D:BiA; with

I DlBlAl | = 5.02.

.Now that A; is in Temp, we need to consider the

{
vertices connected to A;: hosty and D;. Since D

has already been in the Temp, so our candidates

are A, and hosty.

1

Compare: .
| DiBsA; | = 5 + 0.2 = 5.2
| DiBiAhostpA, | = 5 + 0.02 + 0.02 + 0.0002
- 5.0406
| DiBsAshosty | = 0.2 +5 + 0.02 = 5.22

78



| DiBiAthosty | = 0.02 + 5 + 0.02 = 5.04.

Becaﬁse | DiBiAjhosty, | is smaller, we take hosty
into Temp. Now Temp = {D;, B;, B3, Bz, A;, hosty}
and the shortest path between D; and hosty is
D;B;Ahosty with | DlBlAlﬂosth | = 5.04.

12.Now that hostp is in Temp, we need to consider the
vertices connected to hosty: A;, B;, By, A; and B;.
Since most of them have'already been in the Temp,
so our candidate 1is only A,.

13.Compare:

| DiBsA; | =5+ 0.2 = 5.2
| D;B1A1hostrd, | = ;5 + 0.02 + 0.02 + 0.0002
= 5.0406
Because | D;BiAjhostpd; |lis smaller, we take A,

into Temp. Now Temp = {Dl, By, B3z, By, Ag, hOSth, Az}
and the shortest path between D; and A, is
DlBlAlhOSthAz with l DlBlAlhOSthAz l = 5.0406.

{

|
In this way we have found all the shortest paths

starting from agent D;, and ending to every other vertex.

We illustrate those shortest paths in Figure 19.
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, -
Figure 19. Graph Showing Shortest Paths for D; as the
Initial Vertex |
!
{

Finally, we are going to take host, as the initial

1

vertex and try to find all the shortest paths starting

from hosty.
1. Take the source vertex @osth and put it in Temp.
Temp = {hosty} !
2. Since hosty connects to:every agent running on it

in this example, we mark all of them as candidates.

3. Compare:
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: I hOSthBl l = 0.2

| .

[ hosthBé | = 0.2
| hostnB; | = 0.02
| hostnd; | = 0.0002
| hostuA; | = 0.0002
| hostyD; | = 0.02
Because | hostnyd; | = | hoéthAz | are the smallest,

we take A; and 2, into Temp. Now Temp = {hosty, A,
A,}. We also get the shq‘rtest path between hosty

and A; is hostyA; with | hostsA, | = 0.0002 and the
shortest path between hésth and A, is hostyd,; with

|
| hostnhA, | = 0.0002. ;
|

Since A; and A, are in Temp, now we need to

consider the vertices connected to A; and A,: Dy
{

and B;. After we mark them, our candidates are D¢,
1

|

B:, B: and B;.

|

Compare:
| hostyB; | = 0.2
| hostnB, | = 0.2
| hostyB; | = 0.02
| hostnd;B; | = 0.0602 + 0.0002 = 0.0004
| hostnA;D; | = 0.0QO2 + 0.0002 = 0.0004
| hostnA;D; | = 0.0:002 + 0.0002 = 0.0004
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Because | hostpA;B; | = | hostpA;D1 | = | hostwBA:D; |
are the smallest, we take B; and D; into Temp. Now
Temp = {hostn, A, A, Di, B1}. We also get the
shortest path between hosty and B; is hostnA;B;
with | hostnBA:B; | = 0.0Q04 and the shortest path
between hosty and D; is ﬁosthAﬂh with

I

0.0004 or hostyA;D; with

I hOSthAle I

0.0004.

I hOSthAlDl |
Now that B; and D; are in Temp, we need to
consider the vertices connected to them: A;, Bz, By,

Bsz. After we mark some o:f them, our candidates are

|

B, and Bs.
Compare: i
| hostyB; | = 0.2 |
| hostyB; | = 0.02
| hostyDyBs | = 0.02 + 0.2 = 0.22
| hostnBAB1B; | = 0.10002 + 0.0002 + 1 = 1.0004
| hostpA;DiBs3| = 0.0002 + 0.2 = 0.2002
Because | hostyB; | is émaller, we take Bs into

Temp. Now Temp = {hosty, Ai, Az, Di, B, B3} and the
shortest path between hosty and Bs; is hostyB; with

| hostyB; | = 0.02.

{

Now that B; is in Temp, ;wé need to consider the

vertices connected to Bz: A;. Since A; has already

[
. |
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been in Temp, we do not mark it. So our candidate
B,.
9. Compare: !
| hostyB; | = 0.2
| hostnA;B1B, | = 0.0002 + 0.0002 + 1 = 1.0004

Because | hostyB, | is sﬁaller, we take B, into
|

Temp. Now Temp = {hosty, A1, Az, Di, Bi, Bz, By} and
[

the shortest path between hosty and B; is hostyB;

with | hostyB, | = 0.2.

In this way we have found all the shortest paths
starting from host hosty, and ending to every other vertex.

We illustrate those shortest paths in Figure 20.

ty=0.0002

t;=0/0002

Figure 20. Graph Showing Shortést Paths for host, as the
Initial Vertex
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After all these steps, we have used this algorithm to
find the shortest paths between every pair of vertices of
the entire system.

The shortest minimum length path between any two
vertices represents the weakest security point and the
longest shortest path describes the ultimate time the
attacker needs to break the whole system at most. Here we
are more interested in the lattér one and we have the
following definition.

Definition 14. The diameter of a security risk graph
is the length of the longest shértest path between any two
vertices. '

In the above example, since | BiAhostyB; | = 5.4 is
the longest shortest path for all the vertices. The
diameter for this example is 5.4 weeks. Thé diameter can
be used to represent the security level of the whole
system because it is the least:time the attacker needs to
break into the whole system beéause ;t is the least time

|
needed for the toughest point in the whole system. Thus we

can use the diameters to compare the security of different
system. If after reconfiguration, the diameter of the
whole system increases, we can say that the whole system’s

security increases because the'time needed to break into

the hardest point of the systeﬁ increases.
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CHAPTER FIVE

CONCLUSIONS AND FUTURE DIRECTIONS

5.1 Conclusions

In this reséarch, we have @eveloped security models
to evaluate the security levels of the agent-based
distributed systems by giving almathematical measure to
tell how secure a system is. Fiﬁst, we presented the
overview of the agent-based distributed systems, security
evaluation of the distributed sfstems and the summary of
the related works. Then, by identifying the security
threats in the mobile-agent disﬁributed systems, we
developed a taxonomy of the secﬁrity threats in the
mobile-agent distributed systems. There are four types of
security threats identified in the mobile-agent
distributed systems from the point of view of the
consequence of the security breaches. They are:
confidentiality, integrity, availability and creditability.
And they are falling into four categories of security
threats from the point of view of the relationships
between the actors in the agent-based systems: agent-
against-host, agent-against-agent, host-against-agent and
agent-against-network. To facilitate us analyzing and

evaluating the security of the agent-based systems, we

1
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combine the agent-against-host aﬁd the agent-against-
network scenarios into towards-host category and the
agent-against-agent and the host}against—agent scenarios
into towards-agent category. We defined the security risk
graph as the basis of our researﬁh. By using the security
risk graph, we can put the security threat relationships
between agents and hosts, agenﬁs and agents and that of
hosts and hosts into a snapshoﬁ graph. After we have
divided the security threats and have set up the security
risk graph to reflect the systeﬁ's vulnerabilities, we
developed a set of theories to énalyze and simplify the
graph so that we can do further:éalculation.

By using the simplified security risk graphs, we have
set up two models for the secur%ty evaluation of the
agent-based systems. One is a pfobabilistic model by using
Markov chain. Another one is a mathematical model based on
the shortest path. ;

In the probabilistic model, we calculated the Mean
Time To Faillure to evaluate the approximate time needed
for an intruder to reach the t;rget. As we summarized in
the related works section, cur%ently only Chan and Lyu’s
model [2] deals with agent—based system. Compared with
their method, the . follOwingE characteristics can be

3

observed in our model:
|

i
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e Tt is more generalized and complete

The model developed in 'this paper not only can
evaluate how secure an agent isg, but also can evaluate
the security of the host. While Chan and Lyu’s method

only considered about the security risk of agent.

e Tt is more practical and' feasible

The coefficient of mélice and vulnerability
proposed by Chan and Lyu [2]:are hard and vague to be
obtained. While in our médel, we first generate‘
Markov model from the privilége graph. Then the MTTF
can be calculated accurately by using the set of well-
developed formulas for solving the . Markov Chain
problem in reliability field.

Our method can be used té dynamically monitor the
security level of each host And.agent in the system.
Combined with the auditing log:history technology, each
host can decide to accept an agent or not based on the
corresponding .MTTF value and the credit history of this
agent as well as its owner. Also, 1if we want to test
some new technologies to improve the security, we can
compare the MTTF before the 'experiment with that of
after the test to see and analyze that if there is any

enhancement.

i
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While the Mean Time To Failure can provide a

stochastic evaluation of the intruder’s performance, a

measurement of the whole system’s security is also needed
form the administrator’s view of point. In thé
mathematical model using the shortest path, the system’s
administrator not only can evalﬁate the approximate breach
success time (transition time) between any two vertices,
but also can evaluate the whole system’s security risk.
Thus we can have a way to compafe the security between
different systems.

This work demonstrated the sécurity measurement
models that can be used to evaluate the security levels
between any two objects in the aéent—based distributed
systems as well as the whole system’s security level.
These models can be used to moni%or the security evolution
of the agents and hosts running:in the system dynamically.
They can also help the systém a@ministrators to manage the
system’s security and performance. The system
administrators can evaluate‘the]effectiveness of different

configurations by comparing the values obtained from these

different configurations.
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!
5.2 Future Difections

Even though we have achieved the objectives and goals
that we aimed in this thesis, there are still some points
needed to be addressed for futurg directions due to it
potential practical usefulness.

By monitoring the system’s }isks, we can get the
profile of the transition time &f each type of seéurity
risks. We plan to use some probabilistic model to process
the empirical data obtained from the observation.

Also, it would be desirable to apply some
probabilistic method to the time value from the
calculation so that it describes the security measure more
accurately. |

We plan to apply these models in Spider.III, the
multi-agent distributed system developed in CSUSB to

study its feasibility.
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