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ABSTRACT 

  

 The need for automatic speech recognition in air traffic control is critical as 

it enhances the interaction between the computer and human. Speech 

recognition helps to automatically transcribe the communication between the 

pilots and the air traffic controllers, which reduces the time taken for 

administrative tasks. This project aims to provide improvement to the Automatic 

Speech Recognition (ASR) system for air traffic control by investigating the 

impact of convolution LSTM model on ASR as suggested by previous studies. 

The research questions are: (Q1) Comparing the performance of ConvLSTM with 

other conventional models, how does ConvLSTM perform with respect to 

recognizing domain-specific terminology and understanding long-range context? 

(Qn2) How can the ConvLSTM model for ASR be enhanced most effectively by 

specific training strategies, scalability approaches, and data preprocessing 

methods? The findings and conclusions are: (Q1) The architecture of the 

ConvLSTM model performed better than the other convolutional/traditional neural 

network models. The efficient performance of the ConvLSTM model in handling 

both spatial and temporal data resulted effective in addressing challenges related 

to dynamic and multilingual communication environment. The conclusion for (Q2) 

After successfully implementing the range of transformation processes, the 

accuracy of the ConvLSTM model substantially improved which resulted in 

enhanced robustness and accuracy making the model adaptable to various 

scalability and data processing approach for speech recognition. The conclusion 
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for areas for future studies include exploring the model’s proficiency with different 

languages and non-native English accents. Researchers can also investigate the 

model’s effectiveness and accuracy in extreme weather scenarios. 
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CHAPTER ONE 

INTRODUCTION 

 Automatic speech recognition automates numerous services which help in 

improving productivity and reducing human errors in a professional environment. 

In air traffic control, automatic speech recognition plays a crucial role in enabling 

the users to understand and respond to commands effectively and accurately. 

The ASR technology is essential for promoting an adaptable and efficient 

environment for air traffic control (Fan et al., 2023). Many researchers have 

proposed studies to develop a resilient model to thrive challenging conditions 

faced by the air traffic communication (Lin et al., 2020). Researchers 

implemented recurrent neural network (RNN) models which helped to overcome 

challenges like speech to text transcription and the need for a high-performance 

model (Pellegrini et al., 2018). There were significant challenges faced by these 

models like long range dependencies due to gradient problems, non-native 

accents, and noisy communication (De Andrade et al., 2018). Later, studies were 

proposed by using convolutional recurrent neural network which resolved the 

challenges faced earlier by enhancing the robustness and traffic flow dynamics 

(Yang et al., 2021). The limitations to these models were difficulty in learning long 

range dependencies and variety of data which affected the accuracy for 

communication (Lin et al., 2020). 
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 Recent studies determined the need for a model which is robust and 

accurate to enhance performance in a variety of languages. Soundarya et al. 

(2023) came up with a model which was an integration of CNN and RNN with 

LSTM, the combination of different neural network layers resulted in enhancing 

the model's accuracy and efficiency in processing speech (Soundarya et al., 

2023). Despite its high accuracy rate, the model’s performance is limited with 

challenges like various noise conditions and long-range dependencies the 

researchers determined that a further study was to implement an effective 

network architecture to handle long range dependencies and dynamic focusing 

on relevant parts of the data (Soundarya et al., 2023). Previous researchers have 

also found the need to examine a model which could recognize domain specific 

terminology and can handle both spatial and temporal dependencies (Pham et 

al., 2022). This study expands on previous research to investigate these 

challenges. Lin’s suggestion was to implement an advanced architecture solution 

such as ConvLSTM (Lin et al., 2020). The integration of ConvLSTM into 

automatic speech recognition aims to enhance robustness and accuracy in 

effective learning of long-range dependencies. 
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Problem Statement 

 

 The main goal of this culminating experience project is to develop and 

implement an effective ConvLSTM architecture for automatic speech recognition 

in air traffic control (Fan et al., 2023). Previous research showed there is a need 

to examine the ConvLSTM model’s performance, accuracy, and robustness to 

overcome the challenges related to noisy environment, long-range 

dependencies, scalability, and non-standard speech patterns. 

 

Question 1: Comparing the performance of ConvLSTM with other 

conventional models, how does ConvLSTM perform with respect to 

recognizing domain-specific terminology and understanding long-range 

context? (Lin et al. 2020)  

 

   

Question 2: How can the ConvLSTM model for Automatic Speech 

Recognition (ASR) be enhanced most effectively by specific training 

strategies, scalability approaches, and data preprocessing methods? 

(Strake et al. 2019)  
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 The organization of this project includes Chapter one provided an 

introduction, problem statement and research questions suggested by previous 

researchers. Chapter two provides a literature review about the previous studies 

that generated the research questions. Chapter three covers the methods that 

will be used to answer research questions. Chapter four provides the data 

collection, analysis, and findings for the research questions. Chapter five will 

provide a discussion of the findings, conclusions, for areas for further studies. 
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CHAPTER TWO 

LITERATURE REVIEW 

 Previous studies aimed to enhance the automatic speech recognition in air 

traffic control, but they faced challenges posed by real world applications (Hilton 

et al., 2012). As per the first question: Comparing the performance of 

ConvLSTM with other conventional models, how does ConvLSTM perform 

with respect to recognizing domain-specific terminology and 

understanding long-range context? The literature discussed this research 

question is by Lin et al. (2020) aimed to investigate the end-to-end framework to 

achieve multilingual automatic speech recognition by implementing a combined 

model with convolutional neural network and recurrent neural network. Lin et al. 

(2020) stated that the ATC management system involved non-automated, human 

centric which possesses a potential risk for air traffic operations. The model 

proposed by Lin et al. (2020) was to enhance real time monitoring of speech 

dynamics to capture temporal and long-range dependencies. However, the 

implementation of the model presented new challenges including poor speech, 

non-native English communication and domain specific terminologies. 

 

 Similar limitations were also experienced by Soundarya et al. (2023). 

Soundarya et al. (2023) implemented a simple CNN-RNN architectural model 

along with the LSTM layer, the model gave promising results as the CNN 

handles the spectral features with temporal processing capabilities of RNN but 
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was still limited by the inherent challenges of RNN and difficulties in learning long 

range dependencies despite the use of LSTM. The researchers aimed to further 

investigate to improve the performance of the model proposed by implementing 

an efficient architecture to the ASR model such as the ConvLSTM. Fan (2023) 

implemented a model which had a sentence level language identification in two 

stage automatic speech recognition framework for air traffic control which 

highlighted the benefits of incorporating language identification into ASR system 

for significant improvement in character rates, but this model didn’t provide a 

solution for accuracy and architectural performance of the model. 

 

 As per second question: How can the ConvLSTM model for Automatic 

Speech Recognition (ASR) be enhanced most effectively by specific 

training strategies, scalability approaches, and data preprocessing 

methods? The literature discussed this research question is by Strake et al. 

(20219). Strake et al. (2019) studies reported gain in speech quality and 

intelligibility in low signal to noise ratio conditions. The model proposed by Strake 

et al. (2019) had two-stage approach for Perceptual Evaluation of Speech Quality 

(PESQ) and the Short-Time Objective Intelligibility (STOI) measure. Strake et al. 

(2019) achieved clear communication and robustness in unseen noise. The 

model had limitations related to strategic training and scalability that led the 

model to fail in a practical environment. Pellegrini (2018) introduced a multilingual 

ASR framework that incorporated feature learning block which aimed to enhance 
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the performance of speech recognition but due to the feature learning block the 

model similar to the Strake et al. (2019) model the was limited to scalability and 

data preprocessing. Later, Pham (2022) proposed a model which had a 

pretrained model and adaptive multilingual speech recognition techniques, the 

model leveraged the linguistic and acoustic learning from vast dataset of variety 

of languages, but as the model only targeted specific domain the application of 

the model in training dependencies which limited the scope of the model. 

  

 The literature presented in this chapter investigates the various neural 

network models proposed by research previously and their challenges which 

were attempted to overcome. ASR researchers have tried to implement a model 

that can overcome the limitations of previous studies but as the models have 

their own limitations it was difficult for any one model to overcome all challenges 

and limitations. Most research studies have constantly reported lone-range 

dependencies and scalability of the model for various native languages as the 

two main ASR limitations. In this project we aim to implement the ConvLSTM 

which is reported as having the potential to overcome the above (Lin et al., 2020) 

(Soundarya et al. 2023). 
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CHAPTER THREE 

RESEARCH METHODS  

 

 In this chapter, we will discuss the research methods, including data 

collection and processing strategies used to address this project's research 

questions. A detailed systematic approach was taken to gather data, followed by 

the steps to refine and prepare data for the analysis and specific methods 

applied to extract insights and answers for the project. 

 

Dataset Exploration 

 

 This culminating experience project will use the ATCO dataset, which is 

an open-source collection of audio data from air traffic communication systems 

used by various researchers to investigate how to enhance the automatic speech 

recognition system to enhance its accuracy (Gomez et al., 2022). This dataset 

was accessed from the hugging face dataset hub, which comprises of 9.5K rows 

of audio recordings that have been converted to text data in order to serve as a 

training dataset for the ConvLSTM algorithm. During the dataset's preparation, it 

was necessary to remove any special characters present in it and replace any 

special alphabets that were present. There is a split between the train and test 

datasets for training the model using 80% and 20% respectively for the training 
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data. Given below is the data field of the dataset. To access the data: 

huggingface.co/datasets/Jzuluaga/atcosim_corpus. 

 

Data Fields:  

id (string) : a string of recording identifier for each example, corresponding to its. 

audio (audio): audio data for the given ID 

text (string): transcript of the file already normalized. 

segment_start_time (float32): segment start time (normally 0) 

segment_end_time (float32): segment end time 

duration (float32): duration of the recording (compute as segment_end_time - 

segment_start_time) 

 

Research Methods  

 

Q1: Comparing the performance of ConvLSTM with other conventional 

models, how does ConvLSTM perform with respect to recognizing domain-

specific terminology and understanding long-range context? 

 Previous studies have recommended implementing the ConvLSTM model 

to enhance the performance of automatic speech recognition in air traffic control 

communication (Lin et al., 2020). The first question in this project focuses on the 

performance comparison of ConvLSTM with the other traditional models 

proposed in previous research. This study aims to provide insight whether the 
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ConvLSTM model recognizes domain-specific terminology and long-range 

dependencies to outperform the traditional models (Lin et al., 2020). In this 

approach, the dataset is extensively explored and cleaned by eliminating special 

characters and substitution accented characters. All the models, ConvLSTM, 

Convolutional Neural Network (CNN), Convolutional Recurrent Neural Network 

(CRNN), Attention Neural Network (AttNN) and Time-Delay Neural Network 

(TDNN) were trained on the same train and test split dataset and the mel 

spectrogram embeddings MFCC (Mel Frequency Cepstral Coefficients) with first 

13 mel filter bank coefficients as recommended in previous studies (Sainath et 

al., 2015). For training and fine tuning, the ConvLSTM model we have used 

tokenizers and pre trained transformer from the hugging face model hub. To 

access the pre trained transformer: huggingface.co/Jzuluaga/wav2vec2-xls-r-

300m-en-atc-uwb-atcc-and-atcosim. For accuracy rate we have calculated the 

mean and standard deviation over 10 iterations. Further after the training the 

model is compared based on the training loss, validation loss and word error rate 

to understand the performance of different evaluated models. The ConvLSTM 

architecture comprises of convolutional layer and the LSTM layer, the diagram 

outlines the flow of input audio feature through the different layers. With the use 

of these layers ConvLSTM can handle both spatial and temporal dependencies 

which is essential for accurate speech recognition (Zhang et al., 2017). 
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Figure 1. Structure of Convolutional LSTM Model (Zhang et al., 2017) 

 

 

 

 

Q2: How can the ConvLSTM model for Automatic Speech Recognition 

(ASR) be enhanced most effectively by specific training strategies, 

scalability approaches, and data preprocessing methods? 

 Prior studies have identified the necessity to improve the performance of 

the proposed model by incorporating ConvLSTM model for ASR to learn both 

spatial and temporal dependencies in a simultaneous and higher efficient manner 

(Lin at al., 2020). The objective of this research is to acquire critical 

understanding of the essential training protocols, adjustments, and limitations 

required to proficiently train a Convolutional Long Short-Term Memory 
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(ConvLSTM) model (Fernandez et al., 2018). The approach begins with data 

extraction synthesizing the necessary information through a range of 

transformation processes which includes adding noise, where we create various 

signal to noise ratio levels to examine the impact on the audio signals. Changing 

speed, we will alter the speed of the audio signals to highlight the transformation 

in the audio. Changing pitch, the pitch will be increased by 4 semitones and 

decreased by 4 semitones to ensure the signal duration remains constant. And 

for time masking, we add masking to the audio signal randomly to create a signal 

specific variation for the model. By implementing this method, it is possible to 

highlight the enhancements in both the scalability and efficiency of the model, 

providing significant advantages for automatic speech recognition in ATC 

systems. 
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CHAPTER FOUR 

DATA ANALYSIS AND FINDINGS 

 In this chapter, we will discuss the analysis and findings obtained through 

the implementation of methodologies from Chapter 3 for the research questions 

to obtain a better understanding of the solution. 

 

Q1: Comparing the performance of ConvLSTM with other conventional 

models, how does ConvLSTM perform with respect to recognizing domain-

specific terminology and understanding long-range context?  

   In Q1, we focus on comparing the performances of the traditional models 

to the ConvLSTM model. We utilize 80% of the dataset for training and the 

remaining 20% is allocated for testing purposes. The results for Q1, the 

ConvLSTM model show a promising accuracy rate of 93% which is higher than 

the other traditional models (Table 1). 
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Table 1. Neural Network Models with Accuracy Rate 

Models  Accuracy  

Convolutional Long Short-Term Memory  (ConvLSTM) 0.932 

Attention Neural Network (AttNN) 

(De Andrade et al., 2018) 

0.924 

Time-delay neural network (TDNN) 

(Synder et al., 2018) 

0.908 

Convolutional Recurrent Neural Network (CRNN) 

(Bartz et al., 2017) 

0.820 

CRNN without Attention (CRNN*) 

(Zhang et al., 2021) 

0.898 

Convolutional Neural Network (CNN) 0.791 

 

  

 We compared the performance of the ConvLSTM model to traditional 

models on the basis of metrics such as training loss, validation loss, and Word 

Error Rate (WER) to epochs which is 1/8 of the dataset for each model which is 

determined by the starting and ending values of the training loss, validation loss, 

and WER in this study. The result show that the ConvLSTM has a lower training 
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loss from metric 0.7 to 0.38 and validation loss from metric 0.65 to 0.33 as 

compared to other models which specify that the ConvLSTM model is performing 

well, and the model will have enhanced performance for domain-specific 

terminologies and long-range dependencies. The low word error rate signifies 

that the model has a high accuracy rate and shows the model is not overfitting 

maintaining a balance between learning the data adequately and maintaining 

flexible performance. 

 

Figure 2. CNN Model Performance Graph  

 

 

 In the CNN model’s performance graph, we can observe the training loss 

metric goes from 0.8 to 0.4 which shows a decrease in training loss which 

indicates successful learning, but the slower decline in validation loss metric 0.75 
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to 0.35 which suggests the model has issue with generalization. The word error 

rate also drops is shown as both the CNN and ConvLSTM model have the 

capacity to capture temporal dynamic. 

 

Figure 3. CRNN Model Performance Graph 

 

  

 For the CRNN model, which integrates both the convolutional layer, and 

the recurrent layer demonstrates reduction in training loss from metric 0.8 to 0.4 

and validation loss from metric 0.75 to 0.35, with concurrent decrease in word 

error rate. While the CRNN model is a hybrid model it suggests robust 

performance but is unable to efficiently process both spatial and temporal data 

compared to the ConvLSTM model for speech recognition. 
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Figure 4. AttNN Model Performance Graph  

 

 

 The AttNN model shows reduction in both training loss from metric 0.75 to 

0.57and validation loss from metric 0.73 to 0.53, suggesting effective learning 

and generalization with declining word error rate which indicates improved 

transcription accuracy. When AttNN model's performance graph is compared to 

the ConvLSTM’s performance graph with respect to the training loss, validation 

loss and word error rate, ConvLSTM shows a more promising result then AttNN. 

 

 

 

 

 



18 
 

 

Figure 5. TDNN Model Performance Graph  

 

 

 The TDNN model exhibits steady improvement with training loss from 

metric 0.75 to 0.35 and validation loss from metric 0.7 to 0.3 in the performance 

graph but when compared to the ConvLSTM model the TDNN achieved a lower 

metrics in word error rate. 
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Figure 6. ConvLSTM Model Performance Graph 

 
 

 The result of ConvLSTM demonstrates low training loss from metric 0.7 to 

0.38 and validation loss from metric 0.65 to 0.33 and reduced word error rate 

from 0.42 to 0.22 which highlights its robust prediction capabilities. The 

ConvLSTM possesses a unique ability to handle both spatial and temporal 

dependencies in the data which makes it effective for complex sequences in 

speech recognition. 
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Q 2: How can the ConvLSTM model for Automatic Speech Recognition 

(ASR) be enhanced most effectively by specific training strategies, 

scalability approaches, and data preprocessing methods? 

 The dataset was subjected to a number of transformations such as Adding 

Noise, Changing Speed, Changing Pitch and Time Masking to optimize model 

performance, simulating real-world challenges that an Automatic Speech 

Recognition (ASR) system might encounter.  After applying the transformations, 

we see there are changes in the amplitude of the noise audio signals. The results 

of the transformations shown in Figure 7 show that adding noise helped the 

model to become more robust to background noise, which is common in real-

world audio processing tasks (Strake et al., 2019). Refer to Figure 8 which shows 

the audio waves for different signal to noise ratio levels. At an SNR of 1000, the 

audio closely resembles its original form, whereas with an SNR of 5, only the 

most prominent elements of the signal are discernible. Changing speed by 1.5 

times faster which introduced variability in the speech rate and tone, simulating 

different speakers and speaking conditions. Similarly, after changing the pitch, 

the signal duration for pitch up by 4 semitones and pitch down by 4 semitones 

the amplitude of the audio and signal duration remained constant which is from 0 

to 55000. By modifying the audio signals across different time points, the time 

masking technique can teach the audio model to distinguish relevant features 

throughout the audio, as well as to handle missing or substituted segments 

effectively. 
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Figure 7. Audio Waves of different Transformations 

 

 

Table 2. Transformations Accuracy on ConvLSTM Model 

Transformations Accuracy 

No Transformation 0.9319 

Adding Noise  0.9864 

Changing Speed 0.9732 

Changing Pitch  0.9758 

Time Masking 0.9689 
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  After applying the transformation of the dataset, we applied the 

transformations on the trained ConvLSTM model to check the accuracy changes. 

From Table 3, we can see that the accuracy of ConvLSTM has changed after 

applying transformations. Adding noise signals to the trained model the accuracy 

increased from 93.19% to 98.64% indicating enhanced robustness. Altering the 

speed and pitch, there is a slight rise in the accuracies 97.32% and 97.58% 

respectively, showing the model can handle variations in speech and delivery of 

speech. Time masking also has a slight improvement to 96.89% which suggests 

that the model has improved its ability to focus on relevant features of speech. 

 

Figure 8. Audio Waves of different SNR Levels 
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 The implementation of transformations adding noise signal showed the at 

SNR level 5 had noticeable variations whereas for the SNR levels 100 and1000, 

the audio remains same as the original audio and increased in accuracy from 

93% to 98%. For the other transformations like changing speed, changing pitch 

and time masking there was a slight increase in the accuracies 97%, 97% and 

96% respectively. The study showed the impact on the accuracy of the model 

which led to an increase in the accuracy rate of the trained ConvLSTM model 

which resulted in an effective robust model for automatic speech recognition in 

ATC. The data preprocessing steps also showed potential enhancement in the 

performance of the ConvLSTM model.  
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CHAPTER FIVE 

DISCUSSION AND CONCLUSION 
 

 In this chapter, we will be discussing the findings and results for each 

question that were obtained from the previous chapter. And conclude the project 

outcome suggesting areas for further studies for researchers. 

 

Discussion 

 

Q1: Comparing the performance of ConvLSTM with other conventional 

models, how does ConvLSTM perform with respect to recognizing domain-

specific terminology and understanding long-range context?  

 In this discussion, we will focus on exploring the Q1’s findings. The main 

goal for comparing the different traditional models to ConvLSTM model was to 

implement a model which can handle long-range dependencies, able to 

recognize the domain-specific terminologies and robust performance. As we 

moved to the comparing these models, we got promising results from ConvLSTM 

achieving the highest accuracy rate of 93% than the other traditional models. We 

can conclude enhancement and effective improve in accuracy and capabilities of 

the ConvLSTM model in automatic speech recognition for ATC environment. 

Further when we compared the models with their training loss from metric 0.7 to 
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0.35, validation loss from metric 0.7 to 0.3 and word error rate from 0.45 to 0.23, 

many models showed similar results like ConvLSTM but the other models had 

limitation in the diverse communication which demonstrated that ConvLSTM had 

a higher accuracy rate and reliable capability then other models.  

 

Q2: How can the ConvLSTM model for Automatic Speech Recognition 

(ASR) be enhanced most effectively by specific training strategies, 

scalability approaches, and data preprocessing methods? 

 In this study for Q2, we attempted to find the behavior of the ConvLSTM 

model on various training strategies and scalability approaches to discuss if 

ConvLSTM can handle the real time scenarios faced during communication. For 

which we performed various transformations like adding noise, changing speed, 

changing the pitch and masking time anywhere randomly in the audio 

signal.  Later to the trained model to check if there is any change in its accuracy. 

By implementation of this approach resulted in the model achieving higher 

accuracy with marked improvement. By adding noise, the accuracy increased 

from 93% to 98%. By changing speed, changing the pitch and time masking 

there was a slight increase in the accuracy 97%, 97% and 96% respectively. The 

results indicated that the data preprocessing techniques significantly enhanced 

the ConvLSTM model’s performance by making it adaptable variance which are 

encountered by the real time scenarios. 
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Conclusion 

 

 In conclusion for this research, we have successfully demonstrated the 

potential of ConvLSTM model to enhance the ASR system in air traffic control. 

The ConvLSTM outperforms the traditional models, which proves its superior 

ability to capture and analyze complex spatial and temporal dependencies in 

challenging condition of air traffic control. The model's promising performance 

underscored its efficiency in recognizing domain-specific terminology and 

understanding long range dependencies. The studies highlighted the 

effectiveness of data preprocessing techniques. These findings not only 

contribute to the valuable insights to advance automatic speech recognition. This 

research underscored the critical importance of innovation in ASR system, 

particularly in high stakes domains of ATC. The integration of ConvLSTM model 

into the automatic speech recognition is a significant step forward for safety 

improvement and reliability in air traffic management and beyond. 
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Areas for Further Study 

 For further study, other researchers should explore the model's 

adaptability and performance to: (a) multilingual datasets and (b), to recognize 

non-native speech patterns. Researchers could also optimize the model for 

unseen conditions such as extreme weather or distortion that needs further 

validation. 
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Table 1. Research Papers and Proposed Models 

Author(s) Name & Year 

of Published 

Title of Research Paper Models 

Fan, P., Guo, D., Zhang, 

J., Yang, B., & Lin, Y. 

(2023) 

Enhancing multilingual 

speech recognition in Air 

Traffic Control by sentence-

level language identification. 

CNN (Convolutional 

Neural Network) 

Lin, Y., Guo, D., Zhang, 

J., Chen, Z., & Yang, B. 

(2020) 

A unified framework for 

multilingual speech 

recognition in air traffic 

control systems. 

CRNN 

(Convolutional 

Neural Network + 

Recurrent Neural 

Network) 

Yang, B., Lin, Y., Guo, 

D., & Fan, P. (2021) 

Towards multilingual end-to-

end speech recognition for 

air traffic control. 

AttNN (Attention-

based Neural 

Network) 

 

 



30 
 

Table 1. Research Papers and Proposed Models (Continued) 

Pellegrini, T., Farinas, 

J., Delpech, E., & 

Lancelot, F. (2018) 

The Airbus Air Traffic Control 

speech recognition 2018 

challenge: towards ATC 

automatic transcription and 

call sign detection. 

RNN (Recurrent 

Neural Network) 

Pham, N. Q., Waibel, 

A., & Niehues, J. 

(2022) 

Adaptive multilingual speech 

recognition with pretrained 

models. 

TDNN (Time Delay 

Neural Network) 

Soundarya, M., 

Karthikeyan, P. R., & 

Thangarasu, G. (2023) 

Automatic Speech 

Recognition trained with 

Convolutional Neural Network 

and predicted with Recurrent 

Neural Network 

CNN (Convolutional 

Neural Network) + 

RNN (Recurrent 

Neural Network) with 

LSTM 

Chen, H., Lin, Y., 

Yang, B., Li, L., Guo, 

D., Zhang, J.& Zhang, 

Y. (2021) 

ATCSpeechNet: A 

multilingual end-to-end 

speech recognition framework 

for air traffic control systems. 

CRNN (Convolutional 

Neural Network + 

Recurrent Neural 

Network) 
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Table 1. Research Papers and Proposed Models (Continued) 

Strake, M., Defraene, 

B., Fluyt, K., Tirry, W., 

& Fingscheidt, T. 

(2019) 

Separated noise 

suppression and speech 

restoration: LSTM-based 

speech enhancement in two 

stages. 

LSTM (Long Short-

Term Memory) 

De Andrade, Douglas 

Coimbra, et al. (2018) 

A neural attention model for 

speech command 

recognition 

RNN (Recurrent 

Neural Network)  
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