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ABSTRACT 

This culmination project investigated and analyzed the impact of factors 

influencing sales forecasting models in the e-commerce ecosystem. The 

research questions are: Q1) To what extent are sales forecasting models in the 

e-commerce ecosystems influenced by customer demographic variables such as 

gender, age, and geographic locations? Q2) To what extent are sales forecasting 

models in the e-commerce ecosystems influenced by product specific factors? 

The datasets used were from Kaggle, and the Worldometer websites. The 

findings are: Q1) Individuals aged '55 or over' significantly impact total sales in 

both the USA and Brazil.   Male consumers consistently accounted for a higher 

proportion of total sales compared to female consumers and were primary 

contributors across all age brackets in both countries. The concentration of top-

performing states and customers is in regions of China and the USA. Q2) The 

top 10 product categories, including "Outwear and Coats", "Jeans", and 

"Sweaters", significantly contribute to revenue generation, accounting for 68.21% 

of total sales. The top 20 recognizable brands such as "Diesel", "Calvin Klein", 

and "The North Face" collectively contribute 22.04% of total sales. The XGBoost 

model outperformed the linear regression model with an R-square value of 0.98. 

The conclusions are: Q1) Customer demographic factors significantly impact e-

commerce sales forecasting models. Analyzing sales across age, gender, and 

geography unveils crucial consumer behavior trends. This underscores the 

necessity of targeting specific demographic segments and tailoring marketing 
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strategies accordingly.  Q2) Customer demographics significantly impact e-

commerce sales forecasting. Analyzing sales across age, gender, and location 

reveals valuable consumer behavior patterns, necessitating targeted marketing 

and inventory strategies. Further studies include exploration of: (a) customer 

behavior dynamics in response to segmentation variables, and cultural influences 

on preferences. (b) Investigation of cyclical trends in sales forecasting models, 

and (c) utilizing advanced machine learning techniques, like deep learning 

algorithms to improve predictive accuracy. 
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CHAPTER ONE 

INTRODUCTION 

 

Brief Background 

E-commerce refers to the electronic buying and selling of goods and 

services over the internet, revolutionizing global trade by offering consumers 

convenience and businesses cost-effective avenues for commerce (Jain et al., 

2021). The major different types of e-commerce are Business-to-business (B2B), 

Business to-consumer (B2C), Business-to-government (B2G) and Consumer-to-

consumer (C2C) (Gupta, 2014). Over time, e-commerce has evolved into a 

pivotal force within the economy (Taher, 2021). Its capacity to enable businesses 

to reach a broader spectrum of consumers, coupled with its convenience for 

customers to shop at their leisure, has played a crucial role in driving its 

expansion and importance (Taher, 2021). Even during periods of global 

pandemics and widespread lockdowns, the e-commerce ecosystem has 

experienced rapid growth. It has expanded exponentially, demonstrating 

remarkable evolution and adaptation (Singh, 2021). 

 

In the rapidly evolving landscape of e-commerce, driven by advancements 

in technology and shifts in consumer behavior, the industry has experienced 

unprecedented growth (ChatGPT 3.5, September 2022). As the e-commerce 

ecosystem continues to evolve, the management of demand presents complex 
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challenges (ChatGPT 3.5, September 2022).  With the global retail sector valued 

at approximately 25 trillion dollars, ensuring the seamless availability of products 

in the right place and at the right time is paramount (Wellens et al., 2024). 

Demand management entails the orchestration of the supply chain to align 

customer demands with the capabilities of the supply chain (Croxton et al., 

2002). Effectively managing the movement of products from suppliers to 

customers poses a substantial challenge in optimizing the supply chain network, 

underscoring the critical need for efficient demand management strategies to 

meet evolving consumer demands while maintaining operational efficiency and 

competitiveness (Wellens et al., 2024).  

 

In today's dynamic business landscape, characterized by heightened 

consumer expectations and evolving market dynamics, the imperative for highly 

efficient delivery systems and robust supply chain management has become 

paramount, especially for large corporations (Aro-Gordon & Gupte, 2016). 

Navigating the challenges in e-commerce demand management requires 

addressing various complexities, including unpredictable consumer behavior, 

global market dynamics, omnichannel integration, supply chain disruptions, and 

rapid technological advancements (ChatGPT 3.5, September 2022). Other major 

challenges revealed in a study includes demand fluctuations, reverse logistics, 

stock outs, managing SKU’s, keeping count of the inventory, multi-channel 

shoppers, bottleneck and weak points, bullwhip effect and distressed stocks 
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(Patil & Divekar, 2014). These challenges underscore the importance of accurate 

forecasting, agile decision-making, and innovative approaches to optimize 

operations in the dynamic e-commerce landscape. Effectively managing demand 

requires a proactive approach that integrates advanced analytics, strategic 

planning, and responsive strategies to meet evolving customer needs and market 

demands (ChatGPT 3.5, September 2022). 

 

Accurate predictions of demand serve as the cornerstone for various 

planning endeavors. Predictive analytics, encompassing demand and sales 

forecasting, represent pivotal subdomains impacting all enterprises and are 

instrumental in mitigating inefficiencies within the supply chain (Kumar et al., 

2020). Sales forecasting holds significant importance within the business 

management process, as it plays a crucial role in resource allocation, marketing, 

and financial decision-making. Inaccurate sales forecasting (SF) results in either 

excess inventory or stock shortages, contributing to heightened inventory 

expenses and subsequently diminishing profits and return on investment 

(Gustriansyah et al., 2022). This encourages the utilization of cutting-edge 

technologies to enhance sales forecasting (Fisher & Raman, 2018). At the heart 

of this paradigm shift lies the transformative power of data-driven forecasting 

(ChatGPT 3.5, September 2022). The incorporation of cutting-edge machine 

learning algorithms, holds the potential to redefine the precision and efficacy of 
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demand projections, paving the way for enhanced operational performance and 

strategic decision-making (ChatGPT 3.5, September 2022) 

 

Study conducted by (Weller & Crone, 2012) examined the practices of 200 

demand planning experts. Their research revealed that a significant majority of 

respondents, totaling 82.1%, relied on statistical forecasting methods such as 

exponential smoothing, moving average, and the naive method. In contrast, only 

a minority, comprising 13.5% of the participants, utilized advanced time series 

models like econometric models (6.9%), autoregressive integrated moving 

average (ARIMA; 3.5%), and neural networks (NNs; 1.5%). However, recent 

research and forecasting competitions strongly advocate for the use of machine 

learning (ML) techniques (Huber & Stuckenschmidt, 2020). Since 2015, machine 

learning has been the predominant approach in all significant large-scale retail 

forecasting competitions hosted on Kaggle (Bojer & Meldgaard, 2021). The 

integration of machine learning algorithms into demand forecasting models is 

steadily growing, highlighting their ability to adapt to dynamic market conditions 

and provide a more accurate and responsive approach to predicting consumer 

behavior (ChatGPT 3.5, September 2022). This project will explore the 

implications of integrating advanced data analytics in demand management 

within the e-commerce ecosystem. 
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Problem Statement 

According to (Biswas et al., 2023), the development of a dependable and 

precise sales forecasting system necessitates the consideration of various 

variables encompassing gender, geographic location, occupation, and pricing 

discounts. Additionally, there are numerous satisfied buyers who may not provide 

reviews for the products. This project aims to investigate the influence of various 

factors on sales forecasting models within the e-commerce ecosystem, including 

customer demographic factors and product-specific factors. And to further 

explore the integration of advanced analytics and machine learning for more 

accurate forecasting, optimizing operations in the e-commerce ecosystem. 

 

Research Questions 

1) To what extent are sales forecasting models in the e-commerce 

ecosystems influenced by customer demographic variables such as gender, age, 

and geographic locations? (Biswas et al., 2023) 

 

2) To what extent are sales forecasting models in the e-commerce 

ecosystems influenced by product specific factors such as category and brand? 

(Biswas et al., 2023) 
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Objective 

The overarching objective is to investigate innovative data-driven 

approaches, including advanced analytics and machine learning techniques, for 

demand forecasting within the e-commerce ecosystem. 

 

     Organization of this Project 

This culminating project consists of five chapters structured as follows: 

Chapter 1 introduces the project, including the problem statement, research 

questions, and objectives. Chapter 2 is dedicated to conducting a literature 

review, scrutinizing existing research relevant to the project's subject matter. This 

section aims to furnish a comprehensive understanding of the current knowledge 

of where the research questions came from. Chapter 3 will cover the data 

collection and research methods used to answer the questions. Chapter 4 will 

cover data cleaning, analysis and present the research findings, incorporating 

visual aids such as tables and figures to facilitate understanding. Lastly, Chapter 

5 will discuss the research findings, provide conclusions, and propose avenues 

for further exploration. 
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CHAPTER TWO 

LITERATURE REVIEW 

 

Chapter two provides a summary of where the three research questions 

came from based on the suggested areas for further studies.  

 

Question 1: To what extent are sales forecasting models in the e-

commerce ecosystems influenced by customer demographic variables such as 

gender, age and geographic locations? (Biswas et al., 2023) 

 

Sales forecasting remains a prominent subject in current literature, yet 

recent studies have not identified a definitive predictive model with a guaranteed 

success rate (Biswas et al., 2023). Major techniques and models include time 

series analysis methods like ARIMA and exponential smoothing, machine 

learning algorithms such as linear regression, decision trees, and neural 

networks, market basket analysis techniques like association rule mining, and 

customer segmentation models such as RFM analysis and cluster analysis 

(ChatGPT 3.5, September 2022). Many factors impact sales, and the precise 

way they influence sales outcomes cannot be anticipated through a singular 

model (Liu et al., 2013). Despite the complexity of sales prediction, customer 

demographics, spanning variables like age, gender, income, household size, 

education, occupation, ethnicity, and geographic location, emerge as pivotal 
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factors influencing online purchase decisions (Sari et al., 2016). For example, 

what are the characteristics of online shoppers? For instance, the characteristics, 

gender preferences, age distribution, and geographic locations of online 

shoppers contribute significantly to sales trends (ChatGPT 3.5, September 

2022). 

 

Figure 1: The Conceptual Model: Factors Affecting Online Shopping Behaviour 

(Thananuraksakul, 2007). 
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Drawing from the Theory of Planned Behavior, the conceptual model in 

Figure 1 integrates two additional constructs. First, consumer demographics 

encompassing gender, income, education, age, occupation, and online buying 

experience. Second, desired consequences involving convenience, timesaving, 

trust, and pricing (Thananuraksakul, 2007). For instance, research suggests that 

men exhibit a higher propensity for online purchasing and are more inclined to 

make repeat orders online (Buckinx & Poel, 2003). Conversely, female 

consumers show a greater tendency to shop online for automobiles, often 

seeking to avoid the pressure exerted by sales representatives at traditional car 

dealerships (Internet Business News,2006). Additionally, women are noted to 

engage in more online apparel purchases compared to men (Goldsmith & Flynn, 

2004). According to Pew Research, online shopping preference doesn't follow a 

linear trend with age. Instead, interest is lowest among the youngest and oldest 

age groups, with 38% of online teens shopping compared to 56% of users aged 

64–72 and 47% of those aged 73 and older 32 (Wan et al., 2012). However, 

interest is highest among the medium age range, with 80% for ages 33–44 and 

71% for ages 18–32 (Wan et al., 2012). In geographic segmentation, customers 

are targeted based on their location, ensuring that product popularity is equally 

localized. This approach involves targeting specific customers in a particular area 

with items that are popular and in demand locally (Jha, n.d.). Therefore, 

demographic customer segmentation is crucial for sales forecasting as it enables 

businesses to make more precise predictions about future sales trends(The Role 



10 

 

of Customer Segmentation in Sales Forecasting, n.d.). By analyzing the 

behaviors and purchasing patterns of individual customer segments, businesses 

can determine which segments are most inclined to make purchases in the future 

and can adjust their sales forecasts accordingly (The Role of Customer 

Segmentation in Sales Forecasting, n.d.). One such method, known as the 

Demographic Recommendation Technique, suggests items based on the 

demographic similarities among users. This strategy operates on the premise 

that individuals with similar demographic attributes will rate items similarly 

(Usmani et al., 2017). 

 

Question 2: To what extent are sales forecasting models in the e-

commerce ecosystems influenced by product specific factors such as category 

and brand? (Biswas et al., 2023) 

 

Predicting sales accurately and promptly for each product is pivotal for 

enterprises. Inadequate forecasting can disrupt the entire supply chain, resulting 

in significant damage to the enterprise's operations (Biswas et al., 2023). The 

sales performance of a product is influenced by many factors, including user-

generated ratings and reviews, as well as intrinsic product attributes such as 

brand and category (ChatGPT 3.5, September 2022). Extensive research has 

examined the influence of online word of mouth (WOM) in previous studies. 

WOM allows consumers to share opinions and experiences about products with 
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individuals beyond their personal networks (Davis & Khazanchi, 2008). WOM 

contributes to heightened awareness and can shape consumers' perceptions, 

leading to either positive or negative attitudes toward a product, consequently 

impacting sales outcomes (Suárez Álvarez et al., 2007).  

 

Figure 2: The Impact of Online WOM Measures on Potential Sales: Initial 

Conceptual Model (Davis & Khazanchi, 2008). 

 

 

According to the Social Media Report in 2012, a survey revealed that 70% 

of customers relied on User Generated Content (UGC) when making purchasing 

decisions, highlighting its importance in shaping consumer behavior. (Chong & 

Zhou, 2014). However, due to the lack of reviews or ratings from many satisfied 

buyers, we will focus our examination on the impact of product-related factors 



12 

 

such as category and brand (ChatGPT 3.5, September 2022). Additionally, the 

abundance of user-generated reviews on the internet poses a challenge for both 

consumers and merchants, as sifting through thousands or millions of reviews to 

extract meaningful insights, such as public sentiment towards products, can be 

arduous and time-consuming (Imtiaz & Ben Islam, 2020).  

 

The rapid growth of e-commerce is driven in part by the extensive 

adoption of product recommender systems, which assist consumers in making 

purchase decisions. A notable example is Amazon's co-purchase recommender 

system, which suggests additional products under the title "customers who 

bought this item also bought” (Lin & Wang, 2018). One technique employed in 

product recommendation is content-based filtering, which focuses on analyzing 

product attributes to generate predictions (Isinkaye et al., 2015).  
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Figure 3: Amazon Product Recommendation Network (Lin & Wang, 2018). 

 

 

This method emphasizes the characteristics of products rather than user 

ratings and can recommend new items even without user ratings (Isinkaye et al., 

2015). Understanding the influence of product attributes on customer satisfaction 

is a key priority for companies seeking to develop more effective product 

strategies. It is crucial to identify which attributes of a product have the greatest 

impact on customer satisfaction (Imtiaz & Ben Islam, 2020). In summary, Chapter 

Two elucidates the nuanced interplay between customer and product variables 

and sales forecasting models in the e-commerce landscape. The subsequent 

chapter will delve into the methodological approaches employed to investigate 

these intricate relationships. 
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CHAPTER THREE 

RESEARCH METHODS 

 

This chapter describes the procedures and methods used for data 

collection and analysis for this culminating experience project. Through 

systematic data collection and analysis, we delve into the intricate dynamics of 

sales forecasting models in e-commerce. Leveraging tools like Power BI and R, 

we aim to uncover the influence of demographic variables and product-specific 

factors on sales predictions, contributing to a deeper understanding of online 

retail dynamics. 

 

Dataset 

Project utilizes the Looker Ecommerce Dataset sourced from Kaggle.com. 

TheLook, an Ecommerce clothing platform, serves as the basis for this dataset, 

curated by the Looker team. It encompasses a comprehensive range of 

information, including customer details, product listings, order records, logistics 

data, web events, and digital marketing campaigns. The dataset contains 7 CSV 

(Comma-Separated Values) files, comprising orders, products, users, order 

items, inventory items, events, and distribution centers. These datasets 

collectively encompass information pertaining to 125,226 unique orders placed 

by users across 14 different countries between the years 2019 to 2024. To 

address the research questions, the data offers pertinent variables 
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encompassing customer demographic information such as gender, age, and 

geographic locations, alongside product-specific attributes including category and 

brand. Another table is created using data from the Worldometer website, which 

provides GDP per capita information for the 14 countries in TheLook dataset. It 

will help in performing comparative analysis between High GDP per capita and 

low GDP per capita countries in research question 1. The information about both 

datasets is shown in Figure 4 and Table1.  

 

Figure 4: TheLook Dataset 
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Table 1: Country Wise GDP per Capita (2022) Data 

 

Source: Worldometer  

 

Tools and Technologies 

In this project, Power BI and R were utilized for data analysis. Power BI is 

a robust business analytics tool designed for efficient data visualization and 

insights generation. Its user-friendly interface facilitates easy exploration of data 

and creation of interactive dashboards, making it suitable for analyzing large 

datasets across various industries. Additionally, Power BI offers features such as 

drag-and-drop functionality and comprehensive data modeling capabilities, 

https://www.worldometers.info/gdp/gdp-by-country/


17 

 

enhancing its usability for diverse analytical tasks. On the other hand, R is a 

programming language and software environment known for its strong statistical 

computing and graphics capabilities. With a wide range of statistical techniques 

and visualization tools, R proves to be a versatile option for data analysis in 

various fields. Its extensive library of packages enables users to access 

advanced statistical modeling, machine learning algorithms, and customizable 

graphics, allowing for effective handling of complex analytical tasks. 

 

Methodology 

Question 1: To what extent are sales forecasting models in the e-

commerce ecosystems influenced by customer demographic variables such as 

gender, age and geographic locations? 

 

Previous research has primarily focused on leveraging sentiment analysis 

to construct sales forecasting models in e-commerce ecosystems (Biswas et al., 

2023). However, a notable gap exists in addressing the behavior of highly 

satisfied buyers who abstain from providing reviews. To address this gap, this 

project embarks on a comprehensive analysis of sales patterns, delving into the 

influence of customer demographic variables such as age, gender, and 

geographical location. The methodology involves employing descriptive analysis 

with visuals such as Tables, Matrix, Bar charts and Pie charts within Power BI to 

gain insights at various levels of granularity. Descriptive analysis defines the 
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world or a situation by answering questions like who, what, where, when, and 

how much. It's crucial whether you're spotting trends in groups, inventing new 

ways to measure important things, or detailing samples for studies trying to find 

out causes (Loeb et al., 2017). By analyzing metrics such as total sales, order 

count, number of customers, and item count across different age groups and 

genders, the aim is to compare countries with varying economic statuses, 

specifically the USA (ranked 8th in GDP per capita) and Brazil (ranked 25th). 

Furthermore, this study investigates the sales contribution of the top 10 states, 

examining the demographic characteristics of the highest-spending customers 

and elucidating how sales are distributed across different age groups for each 

gender. 

 

Question 2: To what extent are sales forecasting models in the e-

commerce ecosystems influenced by product specific factors such as category 

and brand? 

 

The previous study utilized data from 120 users, focusing specifically on 

the e-commerce product category of mobile phones. They developed a sales 

prediction system using an artificial neural network (ANN) computational model, 

making use of the ANN toolbox within SPSS (Biswas et al., 2023). Building on it, 

the project involves examining 26 product categories and 2,480 brands within a 

large customer base of 27,703 individuals. The approach involved employing 
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descriptive analysis within Power BI to delve into total sales and profit 

percentage across various product categories and brands. By identifying the top 

10 product categories and brands by total sales and assessing the percentage of 

total sales from these categories and brands, we aimed to gain insights into the 

distribution of sales within our dataset.  

 

Moving forward, a deeper analysis was conducted by employing a multiple 

linear regression model to forecast sales using R programming. In statistics, 

linear regression is a method used to model the connection between a single 

dependent variable y and one or several explanatory variables represented as X. 

When there's only one explanatory variable, it's termed as simple linear 

regression, while having more than one explanatory variable is termed as 

multiple linear regression (Su et al., 2012). This necessitated preprocessing 

steps such as converting categorical variables into factors and removing outliers 

using the interquartile range (IQR) technique. Subsequently, the data was 

divided into a 70:30 split between training and test sets. The independent 

variables considered included number of items, age, gender, state, country, 

product category, and product brand, with sales serving as the target variable. To 

evaluate the performance of the regression model, an XGBoost model was 

employed, and their performance was compared using R-squared values. 

XGBoost, short for Extreme Gradient Boosting, is a powerful and scalable 

machine learning technique based on tree boosting, a highly effective method in 
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the field. Developed to address various machine learning challenges, XGBoost 

offers an end-to-end solution that has gained widespread adoption among data 

scientists (Chen & Guestrin, 2016). Additionally, the built-in functionality of 

XGBoost was utilized to determine feature importance, providing further insights 

into the factors driving sales forecasts within the e-commerce ecosystem. 

Through this comprehensive approach, the aim was to shed light on the extent to 

which sales forecasting models in e-commerce are influenced by product-specific 

factors, ultimately contributing to a deeper understanding of the dynamics at play 

in this domain. Transitioning from chapter three, where we meticulously outlined 

our research methods, chapter four delves into the culmination of our efforts as 

we analyze the data and present our findings. 
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CHAPTER FOUR 

ANALYSIS AND FINDINGS 

 

Chapter four, analysis, and findings, represents a pivotal stage in our 

project, where we meticulously analyze the data collected and present our 

findings. Through detailed examination and interpretation, we aim to provide 

insights that address the research questions comprehensively. 

 

Data Cleaning 

In this stage, all the CSV data files were imported into Power BI, and the 

model view was utilized to build the data model. Leveraging the Power BI query 

editor, meticulous renaming of columns and correction of data types was carried 

out to ensure consistency and accuracy. To streamline the dataset, unnecessary 

columns were removed while retaining those providing relevant information about 

products, items, orders, and users. Subsequently, all the tables were merged 

using merge queries to consolidate the data effectively. By utilizing the 'order 

status' column, the dataset was filtered to include only completed transactions, 

eliminating any incomplete orders. Upon inspection, no null values were found in 

the dataset. However, incorrect country names such as 'España' and 

'Deutschland' were encountered, promptly replaced with their accurate 

counterparts: 'Spain' and 'Germany,' respectively. DAX (Data Expression 

Language) was employed for feature engineering, resulting in the creation of new 
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columns including age groups, product profit, and profit percentage, thereby 

enhancing the analytical capabilities of the dataset. Following the execution of 

these comprehensive data cleaning procedures, the final dataset comprised 

45,609 rows and 38 columns, primed for further analysis. Figure 5 displays the 

final overview of data after the implementation of cleaning steps. 

 

Figure 5: Overview of Cleaned Data within the Interactive Power BI Report 
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Analysis and Findings 

Question 1: To what extent are sales forecasting models in the e-

commerce ecosystems influenced by customer demographic variables such as 

gender, age and geographic locations? 

 

Figure 6 shows the examination of sales distribution across age and top-

selling product categories.  It unveils insightful patterns in consumer behavior 

within the USA and Brazil. Notably, individuals aged '55 or over' emerge as 

pivotal contributors, constituting 27.6% and 26.7% of total sales in the USA and 

Brazil, respectively. Furthermore, the dominance of 'Outwear and Coats' and 

'Jeans' in sales contribution across all age groups underscores their universal 

appeal in both countries. 
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Figure 6: Cross-Country Age and Product Sales Analysis 

 

 

 



25 

 

Figure 7: Cross-Country Gender and Product Sales Analysis 

 

 

Transitioning to Figure 7, sales distribution by gender and top-selling 

product categories is explored, revealing noteworthy trends in both the USA and 

Brazil. Male consumers account for 53.34% of total sales in the USA and 53.36% 

in Brazil, whereas female consumers contribute 46.66% and 46.64% in the 

respective countries. Across genders, 'Outwear and Coats' along with 'Jeans' 

emerge as the predominant product categories of choice, mirroring trends 

observed across age groups. Notably, 'Swim' ranks as the least contributing 

product category among men in both countries, while 'Fashion Hoodies & 

Sweatshirts' hold a similar position among women. 
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Figure 8: Consumer Demographics: Age and Gender Sales Insights Across 

Countries 

 

 

Figure 8 further dissects sales by age group and gender, highlighting male 

consumers as primary contributors across all age brackets in both countries. In 

the USA, the age groups '55 and over' and '35-44' demonstrate the highest sales 

contributions, while the '18-24' age group exhibits the lowest contribution. 

Conversely, in Brazil, the '55 and over' and '25-34' age groups top the sales 

charts, with the 'under 18' category showing the least contribution. 
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Figure 9: Top 10 Sales Performances: States and Customers Analysis 

 

 

Figure 9 presents insights on the top-performing states and customers 

based on total sales. Notably, 8 of the top states hail from China and the USA, 

with a sole representative from Brazil. Leading the pack is Guangdong, China, 

boasting the highest sales figure of $145,365.17. The combined sales from the 

top 10 states account for 28.97% of the total sales. Shifting focus to the top 10 

customers, a similar trend emerges, with 7 of them originating from China and 

the USA, and 9 out of 10 being male. Remarkably, 6 of these top customers fall 

within the age groups of '55 and over' and '25-34’. 
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Question 2: To what extent are sales forecasting models in the e-

commerce ecosystems influenced by product specific factors such as category 

and brand? 

 

Continuing the exploration into the influences on sales forecasting models 

in e-commerce ecosystems, attention is now directed towards product-specific 

factors, particularly category and brand. Figure 10 offers valuable insights into 

the contribution of product category attributes to sales. Analyzing total sales and 

profit percentages across all product categories, it is observed that the top 10 

product categories by total sales, out of 26 in total, play a significant role in 

revenue generation. These categories include "Outwear and Coats", "Jeans", 

"Sweaters", "Suits and Sports Coats", "Swim", "Fashion Hoodies and 

Sweatshirts", "Sleep and Lounge", "Shorts", "Top and Tees", and "Active", 

collectively contributing to 68.21% of total sales. Additionally, when considering 

profit percentage, "Blazers and Jackets" emerges as the most profitable category 

with a profit percentage of 62.26%, followed closely by "Skirts" at 59.99%. 
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Figure 10: Product Category Analysis: Total Sales and Profit Percentage 

 

 

Transitioning to Figure 11, the influence of product brands on sales is 

examined. By analyzing total sales and profit percentages across all product 

brands, significant trends are uncovered among the top 20 product brands out of 

a total of 2480 brands. Recognizable names such as "Diesel", "Calvin Klein", 

"Tommy Hilfiger", and "The North Face" emerge as pivotal players in the market. 

"Diesel" leads the chart with total sales of $54,921, followed closely by "Calvin 

Klein". Collectively, these top 20 product brands contribute 22.04% of total sales. 

Furthermore, examining profit percentages within these top brands reveals 

intriguing insights. "Ray-Ban" stands out with the highest profit margin of 58.08%, 

followed by "Canada Goose" at 56.76%. 
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Figure 11: Product Brand Analysis: Total Sales and Profit Percentage 

 

 

Transitioning to the implementation of machine learning techniques for 

sales forecasting using R, preprocessing steps and data cleaning were 

undertaken, as detailed in the methodologies section. Subsequently, two models 

were trained: a linear regression model and an XGBoost model. Figure 12 

illustrates linear regression R-squared values of 0.9731 and 0.9737 on the 

training and testing datasets, respectively. 
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Figure 12: Linear Regression Model R Square Values on Train and Test 

Datasets 

 

 

 

 

Figure 13 showcases the variable importance within the XGBoost model, 

with product brand and category emerging as top influencers. Notably, the 

XGBoost model outperformed the linear regression model, achieving R-squared 

values of 0.9923 on the training dataset and 0.9891 on the testing dataset, as 

depicted in Figure 14. 
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Figure 13: Feature Importance using XGBoost Model 

 

 

 

 

Figure 14: XGBoost Model: R Square Values on Train and Test Datasets 

 

 

Chapter Four provided insights into sales distribution across 

demographics and product factors illuminate e-commerce dynamics. 

Transitioning to Chapter Five, we discuss conclusions and propose future study 

directions based on our findings. 
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CHAPTER FIVE 

DISCUSSION, CONCLUSION, AND  

AREAS FOR FURTHER STUDY 

 

Chapter five marks the culmination of our project, wherein we delve into 

discussion, draw conclusions, and identify potential avenues for future 

investigation pertaining to both research questions. 

 

Question 1: To what extent are sales forecasting models in the e-

commerce ecosystems influenced by customer demographic variables such as 

gender, age, and geographic locations? 

 

The analysis of sales distribution across different demographic variables 

revealed several insightful patterns that underscore the significance of 

demographic factors in shaping sales forecasts. Firstly, the examination of sales 

distribution across age groups highlighted distinct consumer behaviors within the 

USA and Brazil. Notably, individuals aged '55 or over' emerged as significant 

contributors to total sales in both countries, indicating the importance of targeting 

this demographic segment in sales forecasting models. Conversely, the younger 

age groups, particularly 'under 18' and '18-24', exhibited lower contributions to 

total sales, suggesting potential variations in consumer preferences and 

purchasing power across different age brackets. Secondly, the analysis of sales 
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distribution by gender revealed notable trends in consumer behavior across 

genders. Male consumers consistently accounted for a higher proportion of total 

sales compared to female consumers in both the USA and Brazil. Moreover, the 

preference for certain product categories, such as 'Outwear and Coats' and 

'Jeans', remained consistent across genders, indicating the universal appeal of 

these products irrespective of gender. Furthermore, the intersection of age 

groups and gender in sales distribution highlighted male consumers as primary 

contributors across all age brackets in both countries. This finding suggests the 

importance of considering the interaction between demographic variables, such 

as age and gender, in refining sales forecasting models to better capture 

consumer preferences and behaviors. Lastly, the analysis of top-performing 

states and customers based on total sales provided valuable insights into 

geographic variations in consumer behavior. The concentration of top-performing 

states and customers in regions like China and the USA underscores the 

influence of geographic locations on sales forecasts, emphasizing the need for 

localized approaches in demand management strategies. Overall, the findings 

from the data analysis demonstrate the significant impact of customer 

demographic variables, including age, gender, and geographic locations, on 

sales forecasting in the e-commerce ecosystem. By incorporating these insights 

into demand management strategies, businesses can enhance the accuracy and 

effectiveness of their sales forecasts, thereby optimizing resource allocation and 

improving customer satisfaction. 
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Conclusion 

In conclusion, it is evident that customer demographic variables play a 

crucial role in influencing sales forecasting models in e-commerce ecosystems. 

The examination of sales distribution across age groups, genders, and 

geographic locations revealed insightful patterns in consumer behavior, 

highlighting the importance of targeting specific demographic segments in sales 

forecasting. Moreover, the findings emphasize the significance of tailoring 

marketing strategies and inventory management to different demographic 

segments, underscoring the need for personalized approaches in demand 

forecasting and resource allocation. 

 

 

Areas for Further Study  

Future research should explore the dynamics of customer behavior in 

response to segmentation variables, such as purchasing frequency, basket size, 

and customer lifetime value, discounts, and promotions on sales predictions. 

Additionally, another area is the impact of cultural and social factors on consumer 

preferences and purchasing decisions across different demographic segments. 
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Question 2: To what extent are sales forecasting models in the e-

commerce ecosystems influenced by product specific factors such as category 

and brand? 

 

The analysis of product-specific factors, including category and brand, in 

sales forecasting models within e-commerce ecosystems yields valuable insights 

crucial for businesses aiming to optimize their operations and maximize revenue. 

Starting with product categories, the examination reveals the significant 

contribution of top-selling categories such as "Outwear and Coats" and "Jeans" 

to total sales. Understanding the demand dynamics within these categories 

informs inventory management decisions, ensuring that businesses maintain 

sufficient stock levels to meet consumer demand and capitalize on revenue 

opportunities. Furthermore, the identification of highly profitable categories like 

"Blazers and Jackets" emphasizes the importance of considering profitability 

alongside sales volume when forecasting sales. Similarly, the analysis of top 

product brands underscores the influence of branding on consumer purchasing 

decisions. Recognizable brands such as "Diesel" and "Calvin Klein" emerge as 

key drivers of sales, indicating the importance of brand recognition and 

reputation in shaping consumer preferences. These insights highlight the 

necessity for businesses to cultivate strong brand identities and reputations to 

compete effectively in the market. By leveraging brand equity, businesses can 

enhance consumer trust and loyalty, thereby driving sales and maintaining a 
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competitive edge. Transitioning to the implementation of machine learning 

techniques for sales forecasting, the significance of product categories and 

brands as independent variables in predicting sales outcomes is evident in 

Figure 13. The high R-squared values achieved by the trained models 

underscore the effectiveness of incorporating product-specific factors into 

forecasting methodologies. By integrating these insights into forecasting models, 

businesses can improve the accuracy and reliability of their sales forecasts, 

enabling better resource allocation, inventory management, and overall business 

performance. The findings highlight the intricate relationship between product-

specific factors, sales forecasting models, and business operations within e-

commerce ecosystems. By leveraging insights into product categories and 

brands, businesses can make informed decisions to optimize inventory 

management, capitalize on revenue opportunities, and cultivate strong brand 

identities, ultimately driving competitiveness and success in the market. 

 

Conclusion 

In conclusion, the analysis reveals the significant impact of product-

specific factors such as category and brand on sales forecasting models in e-

commerce ecosystems. It underscores the influence of consumer preferences 

and branding on sales outcomes, informing inventory management decisions and 

pricing strategies. Additionally, the implementation of machine learning 

techniques enhances the accuracy and effectiveness of sales forecasting, 
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enabling businesses to make more informed decisions and optimize resource 

allocation. 

 

Areas for Further Study  

Future research should focus on the impact of temporal factors like 

cyclical and seasonal trends on sales forecasting models in e-commerce 

ecosystems. Additionally, exploring advanced machine learning techniques, 

including deep learning algorithms, could significantly enhance predictive 

accuracy and effectiveness. 
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