
Journal of International Technology and Information Management Journal of International Technology and Information Management 

Manuscript 1541 

Short-term prediction of ICU admission for COVID-19 inpatients Short-term prediction of ICU admission for COVID-19 inpatients 

Yoon Sang Lee 

Riyaz T. Sikora 

Follow this and additional works at: https://scholarworks.lib.csusb.edu/jitim 

 Part of the Business Analytics Commons, Business Intelligence Commons, Management Information 

Systems Commons, Operational Research Commons, and the Technology and Innovation Commons 

https://scholarworks.lib.csusb.edu/jitim
https://scholarworks.lib.csusb.edu/jitim?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol31%2Fiss3%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1398?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol31%2Fiss3%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1326?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol31%2Fiss3%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/636?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol31%2Fiss3%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/636?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol31%2Fiss3%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/308?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol31%2Fiss3%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/644?utm_source=scholarworks.lib.csusb.edu%2Fjitim%2Fvol31%2Fiss3%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages


Journal of International Technology and Information Management  Volume 31, Number 3  

 

 

61©International Information Management Association, Inc. 2021          ISSN: 1941-6679-On-line Copy 

 

38 

Short-term prediction of ICU admission for COVID-19 

inpatients 

 

 
Yoon Sang Lee 

(Columbus State University) 

 

Riyaz T. Sikora 

(University of Texas at Arlington) 

 

 
 

ABSTRACT 
 
Since the COVID-19 outbreak, many hospitals suffered from a surge of some high-

risk inpatients needing to be admitted to the ICU. In this study, we propose a method 

predicting the likelihood of COVID-19 inpatients’ admission to the ICU within a 

time frame of 12 hours. Four steps, the Bayesian Ridge Regression-based missing 

value imputation, the synthesis of training samples by the combination of two rows 

(the first and another row) of each patient, customized oversampling, and XGBoost 

classifier, are used for the proposed method. In the experiment, the AUC-ROC and 

F-score of our method is compared with those of other methods using various 

imputation techniques and classifiers. Our method achieves the best performance 

among the methods. 

 
Keywords: COVID-19, machine learning, imputation, XGBoost 

 

 

INTRODUCTION 
 

Since the COVID-19 outbreak began in 2019, the disease has spread all over the 

world and has caused serious public health concerns (Roncon et al. 2020). In 

addition, various variants of COVID-19 virus have appeared and the variants such 

as Delta and Omicron attract the special attention for public health (CDC 2020).  

As it is highly infectious, many hospitals suffered from a surge of patients during 

the early stages, with some high-risk inpatients needing to be admitted to the ICU. 

However, not all such patients could be admitted to the ICU owing to the limited 

resources in ICUs. Owing to such scenarios, Aziz et al. (2020) recommended 
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developing a mathematical model to predict the demand of ICUs for improved 

organizational management. Relating COVID-19, studies are conducted in variety 

of areas such as the understand of the sentiment of COVID-19 Tweets (Choudrie et 

al. 2021; Kaur et al. 2021), the detection of COVID-19 at early stage (Singh et al. 

2021), COVID-19 vaccine allergic reaction (R. Schumaker et al. 2021), students’ 

satisfaction of online class under COVID-19 pandemic (Bai et al. 2021), and 

potential COVID-19 drug interaction (R. P. Schumaker et al. 2021). 

Most COVID-19 inpatients might not have detailed medical records at the moment 

of hospitalization, and there would also not be enough time to collect the patient’s 

medical information. Upon the high demand of ICU resources due to a sudden surge 

of patients required to be admitted to ICU, the short-term prediction model for the 

patients who would be admitted to ICU would support the resource allocation and 

the seamless operation of ICUs. If we could develop a prediction method using 

limited sets of medical measurements, it would be beneficial to predict the necessity 

of COVID-19 inpatients’ admission to ICU. The previous models predicting the 

future medical events including the COVID-19-related symptom changes and the 

general medical status changes have focused on relatively long-term (more than 15 

days) predictions while the studies for short-term prediction focused on the 

prediction of the spread of COVID-19 and the overall demand change of ICUs. To 

the best of our knowledge, however, individual level models predicting the short-

term ICU admission of a COVID-19 patient within several hours have not been 

developed. Therefore, to fill the gap, we propose a method predicting COVID-19 

inpatients’ admission to ICU within a short-term period. 

In this study, we propose a method for predicting the COVID-19 inpatients’ 

admission to ICU within a time frame of 12 hours. We use the dataset posted on 

Kaggle by a hospital in Brazil. The dataset includes 384 COVID-19 inpatients (324 

patients’ data were considered for this study), and each patient has five sets of 

measurements including patient demographic information, patient previous 

grouped diseases, and 216 derived features from 54 types of medical measures in 

five different time windows (from 0 to 2 hours, 2 to 4 hours, 4 to 6 hours, 6 to 12 

hours, and above 12 hours from the time of hospital admission). We selected this 

dataset to establish a short-term prediction (within 12 hours) method for COVID-

19 inpatients’ ICU admission. For our method, we use a four-step process to train 

the classifier: the imputation of missing values using Bayesian Ridge Regression 

(BRR), the synthesis of training samples by the combination of two sets of 

measurements (the first time window with another one) of each patient, customized 

oversampling of training samples, and the classification using the XGBoost 

classifier. As the dataset has 55.4% missing values, we apply BRR to each feature 

of each patient to impute the missing values in the first step. In the next step, we 

synthesize the training samples by selecting the combinations of the first 

measurement and another measurement of the same patient and concatenating the 
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first measurement and the rates of changes from the first to another measurement 

into a sample. This step is conducted to increase the variability of training samples. 

In the third step, an oversampling is applied to mitigate the class imbalance problem 

on the synthesized training samples. Unlike typical oversampling, we selected at 

least one sample from each patient first and conducted random oversampling. As 

the last step, we train XGBoost by using the oversampled training set. In the 

experiments, we compare the Area Under the Curve-Receiver Operating 

Characteristics (AUC-ROC) and F-score of our methods with those of other 

methods using various pre-processing techniques and classifiers.  Our method 

achieves the best performance among methods in the experiment. The result implies 

that the method proposed in this study (BRR imputation + synthesis of training 

samples using combinations of the first row and another row of each patient + 

customized oversampling + XGBoost) is viable for the prediction of the likelihood 

of COVID-19 inpatients’ admission to the ICU and that the proposed imputation 

technique using BRR and the step-by-step approach to build methods are effective 

and applicable to other studies and industry practices.  These are the contributions 

of the study and the practical usage of the method.  

The rest of the paper is organized as follows: Section 2 presents the related works. 

In Section 3, the details of data used in the study are explained. The method is 

described in detail in Section 4. Section 5 includes the experiment setup, its result, 

and a discussion of the result. Section 6 presents the conclusion of this study. 

 

RELATED WORKS 

Studies for COVID-19  

 

After the outbreak of COVID-19, the studies regarding COVID-19 have been 

conducted in various ways such as the prediction of COVID-19 cases, the diagnosis 

of COVID-19 using medical measures, the tracking of the changes of symptom and 

medical measures, and the model yielding risk score. In the perspective of time 

frame, the studies can be categorized into two groups, short-term (less than 15 days) 

and long-term (more than 15 days), and the various topics of studies are conducted 

in both groups.  

In the short-term prediction, given that the trend of the number of COVID-19 cases 

is an important concern for the control of the disease, a large number of studies 

proposed prediction models for the spread of COVID-19 and the overall demand of 

ICUs (Bekker and Koole 2021; Berta et al. 2020; Bonnasse-Gahot et al. 2020; 

Català et al. 2020; Chin et al. 2020; El-Ghitany 2020; Farcomeni et al. 2021;  

Funk et al. 2020; Goic et al. 2021; Keeling et al. 2020; Manevski et al. 2020; 

Massonnaud et al. 2020; Petermann et al. 2021; Rahaman Khan and Hossain 2020; 
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Ricoca Peixoto et al. 2020; Weissman et al. 2020; C. Zhao et al. 2020; Zhao et al. 

2021). However, these models predict the status changes of a population in 

particular regions (e.g., the short-term prediction of ICU demand in European 

countries). Another group of studies focused on medical measures. Computer 

tomography (CT) is adopted to predict the lung anomalies (Chassagnon et al. 2020), 

the CT score-based prognosis (Francone et al. 2020), and ventilation (Burdick et al. 

2020) of COVID-19 patients in a short-term period and Solimando et al. (2021) and 

Vultaggio et al. (2020) tracked the short-term changes of Urea-to-Creatinine Ratios  

and IL-6  respectively.  

In the long-term prediction, CT is adopted for the diagnosis of COVID-19, and the 

prediction models for the ICU demand, the risk of ICU admission, and the patient’s 

symptom development were presented. Although there exist medical diagnostic 

methods such as performing polymerase chain reaction (PCR) test, ML-based 

diagnosis models using medical images such as Computed Tomography (CT) and 

X-ray have also been proposed (Ardakani et al. 2020; Barstugan et al. 2020; Elaziz 

et al. 2020; Ozturk et al. 2020). A prediction model using blood test results and the 

random forest algorithm was also proposed (Wu et al. 2020), which provided 

similar performance to the models using CT or symptom information for the 

diagnosis of COVID-19 patients.  

Another concern with COVID-19 in the long-term prediction is the surge of 

patients. Many COVID-19 patients experience a deterioration in medical status 

after mild symptoms. This occurs in 26% to 32% COVID-19 patients admitted to 

the ICU (Huang et al. 2020; Wang et al. 2020). To predict the ICU demand for 

COVID-19 patients, several studies suggested ML models to stratify the  

COVID-19 patients. Gomes et al. (2020) proposed a model identifying the patients 

who will be developing severe symptoms and admitted to ICU. This model extracts 

features from X-ray images and analyzes the features using a decision tree to avoid 

overfitting. Roncon et al. (2020) also analyzed the risk of ICU admission and the 

mortality of diabetes patients. The result showed that patients having diabetes have 

a higher risk of ICU admission and death. In addition, patients having 

cardiovascular disease also have a higher risk of developing severe symptoms, 

requiring ICU admission and respiratory support treatment (He et al. 2020).  

To predict the risk of ICU admission in the long-term, Z. Zhao et al. (2020) 

proposed the model yielding a risk score for the ICU admission and the mortality 

of COVID-19 patients. In the study, logistic regression is used to identify two 

outcome variables for ICU admission and mortality.  

The risk score of the model yielded good accuracy with an AUC-ROC of 0.74 for 

the prediction of ICU admission and 0.83 for the prediction of mortality. This study 

was a retrospective study, with data being collected over approximately 1.5 months. 

Although their models do not directly predict ICU admission rates, some studies 

proposed models predicting COVID-19 patients’ symptom development in the 
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long-term. Gao et al. (2020) provided a prediction model for physiological 

deterioration and death up to 20 days by adopting the ensemble of four different 

classifiers: logistic regression, support vector machines (SVM), gradient-boosted 

decision tree, and neural networks (NN). Di Castelnuovo et al. (2020) identified the 

characteristics of patients’ in-hospital mortality due to COVID-19 by using random 

forest-based Cox survival analysis. Sun et al. (2020) identified 36 clinical indicators 

relevant to severe/critical symptoms and developed a prediction model using SVM. 

Assaf et al. (2020) proposed a model combining machine learning techniques and 

APACHE II risk prediction score for the prediction of the COVID-19 patients with 

non-severe, severe, and critical status. Machine learning techniques outperformed 

the baseline predictors based on a single variable or other risk predictions. Haase et 

al. (2020) identified the characteristics of COVID-19-related ICU patients such as 

median age, gender, chronic comorbidities, use of organ support, length of ICU 

stay, and vital signs. 

Although the previous studies approached to COVID-19 in various perspectives 

such as the analysis CT and X-ray images, the tracking of the changes of medical 

measures and patients’ symptom development, and the ICU demand prediction, the 

individual level model predicting the ICU admission of a COVID-19 inpatient was 

not proposed. 

 

Availability of samples and missing data 

 

One characteristic of medical data is the missing data created by irregular 

observation of patient status and varying measurement frequency (Lipton et al. 

2016). In many datasets, it is known that missing values are correlated with the 

target variable (Rubin 1976). Therefore, a variety of missing-value imputation 

techniques such as forward/backward-filling, zero-imputation, regression 

imputation, multiple imputation (Rubin 1996), Multivariate Imputation by Chained 

Equation (MICE; Buuren & Groothuis-Oudshoorn (2010)), interpolation 

(Kreindler and Lumsden 2012), spline methods (De Boor and De Boor 1978, p. 27), 

k-NN algorithm (Song et al. 2008), and EM algorithm (García-Laencina et al. 2010) 

have been widely applied in practice. For the improved representation of EHRs, 

novel missing data techniques were proposed by Lipton et al. (2016). They 

proposed a new method by combining forward-filling and zero imputation. When 

imputing the values for the missing data, binary indicators were used to represent 

that the value is imputed by an imputation strategy.  They also indicated that RNNs 

might recognize the fill-in values without indicators by learning the patterns of the 

fill-in values. GRU-D (Che et al. 2018) was also proposed for missing-value 

imputation. In addition to EHR-related variables, GRU-D receives masking and 

time intervals as input. This additional information enables the model to provide 
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better prediction performance. BRR was also used to impute the missing values. In 

the approach in Mostafa et al. (2020), authors used values of complete features as 

inputs to fit a BRR model and used the fitted model to predict the missing values. 

BRR is formalized as follows (Mostafa et al. 2020): 

 

 

𝑣 ~ 𝑁(𝜇, 𝛼),                                         (1) 

 

where: 

𝜇 =  𝛽𝑋 =  𝛽0 +  𝛽1𝑥1 +  𝛽2𝑥2 + ⋯ +  𝛽𝑝𝑥𝑛 

𝛽 ~ 𝑁 (0, 𝜆−1𝐼𝑛) 

𝛼 ~ 𝑔𝑎𝑚𝑚𝑎 (𝛼1, 𝛼2) 

𝜆 ~ 𝑔𝑎𝑚𝑚𝑎 (𝜆1, 𝜆2) 

 

Here, v is the target feature following Gaussian distribution, where variance is α 

and mean is µ = βX, X is the independent features, β is the regression parameter of 

which independent Gaussian priors are variance λ-1 Ip and mean 0, n is the number 

of independent features, λ and α are regularizing parameter of gamma distribution, 

and α1, α2, λ1, and λ2 are hyper-parameters of the gamma prior distributions. 

 

XGBOOST 

In recent years, diverse ML techniques such as linear and logistic regression, SVM, 

NN, and tree-based techniques have been applied in various classification and 

forecasting tasks. Among the techniques, Extreme Gradient Boosting (XGBoost) 

demonstrated successful performance in many competitions such as  

Kaggle (Ogunleye and Wang 2020) and attracted considerable attention from 

researchers and practitioners (Gumus and Kiran 2017). XGBoost is based on 

Gradient Boosting (Friedman 2001) and uses tree learners as the base learner.  

It was proposed by Chen & Guestrin (2016) to improve the performance of Gradient 

Boosting. For output prediction, XGBoost uses K additive functions as follows 

(Chen and Guestrin 2016; Nobre and Neves 2019): 

 

�̂�𝑖 = ∅(𝑥i) = ∑ 𝑓𝑘(𝑥𝑖)

𝐾

𝑘=1

,   𝑓𝑘  ∈ ℱ,                                    (2) 

 

where f is a function in the functional space ℱ, with ℱ =  {𝑓(𝑥)  =
 𝑤𝑞(𝑥)} (𝑞: ℝ𝑚  ⟶  𝑇, 𝑤 ∈  ℝ𝑇) being the space of regression trees, where q is the 
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structure of each tree that maps an example to the corresponding leaf index, T is the 

number of leaves in the tree, and 𝑤 is the leaf weight.  

Furthermore, it uses a loss function including a regularization term to avoid 

overfitting. The objective function ℒ (𝑡)and its regularization term Ω(𝑓𝑡) are 

formalized as follows (Chen and Guestrin 2016; Nobre and Neves 2019): 

 

ℒ (𝑡) = ∑ 𝑙(𝑦𝑖 , �̂�𝑖
(𝑡−1)

+ 𝑓𝑡(𝑥𝑖)

𝑛

𝑖

) +  Ω(𝑓𝑡)                              (3) 

 

In the objective function, �̂�𝑖
(𝑡−1)

 represents the prediction of the instance i at 

iteration t-1, 𝑙(𝑦𝑖 , �̂�𝑖
(𝑡−1)

) is the training loss function, and ft is added to help the 

minimization of the objective (Nobre and Neves 2019). The second term Ω is for 

regularization. It helps avoid overfitting by penalizing the complexity of the model 

(Chen and Guestrin 2016). In addition to improved model performance and 

regularization, XGBoost provides a higher training speed by building trees parallely 

using multiple CPU cores even if it is based on a boosting method. In the 

perspective of dataset size, Rácz et al. (2021) conducted the performance test for 

five classifiers including XGBoost in three case studies. The classifiers employed 

for the study are XGBoost, naïve Bayes, SVM, multi-layer feed-forward of resilient 

backpropagation network, and probabilistic neural network (PNN). The sample 

sizes of the datasets were 100, 500, 1000, and all samples of the balanced dataset. 

In the 12 experiments, it showed the best performance in 11 experiments. This result 

implies that XGBoost yields high performance for the relatively small sample size 

datasets. Full details of XGBoost and its features are presented in Chen & Guestrin 

(2016). 

Studies in various areas adopted XGBoost as the classifier. In the business domain, 

Nobre & Neves (2019) combined XGBoost with other pre-processing methods to 

forecast the trade in the finance market. Gumus & Kiran (2017) adopted XGBoost 

for crude oil price prediction. In the medical field, XGBoost was used for the 

classification of epilepsy patients (Torlay et al. 2017) and the diagnosis of Chronic 

Kidney Disease Diagnosis (Ogunleye and Wang 2020). Dhaliwal et al. (2018) used 

XGBoost for the Intrusion Detection System. 
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DATA DESCRIPTION 

The dataset used in our experiment is a collection of anonymized COVID-19 

inpatients’ time series records of medical measurements from Hospital Sírio-

Libanês, São Paulo and Brasilia. The data was anonymized by following 

international practices and posted at Kaggle 

(https://www.kaggle.com/S%C3%ADrio-Libanes/covid19).  

The purpose of the creation of the dataset is to predict the likelihood of ICU 

admission of COVID-19 inpatients. The dataset was collected following the given 

scenario: once a COVID-19 patient is admitted to the hospital, medical staff 

conduct blood tests and measure vital signs until the patient is admitted to ICU or 

released from the hospital. The time windows used are: from 0 to 2 hours, 2 to 4 

hours, 4 to 6 hours, 6 to 12 hours, and above 12 hours from the hospital admission. 

For each time window, they also record whether the patient is admitted to ICU 

during the time window.  

Under such a scenario, 384 COVID-19 patients’ records were provided in the 

dataset. Each row in the dataset includes a set of measurements of a patient during 

a particular time window. Each row has 228 variables, which are composed of three 

patient demographic information, nine patient previous grouped diseases, and 216 

derived features from 54 types of medical measures such as albumin, oxygen 

saturation, heart rate, etc. by calculating the mean, median, max, min, difference of 

max and min, and relative difference (= difference/median).  

As a patient’s status is measured during five-time windows, each patient’s 

measurement records appear in five rows. However, 55.4% values in the dataset are 

missing and the missing values appear irregularly in the dataset because blood tests 

and vital sign checks are conducted irregularly depending on the patient’s status.  

 

METHOD 

The goal of the study is to propose a method predicting the likelihood of a COVID-

19 inpatient’s ICU admission based on the first two observations of the patient’s 

status. The method is composed of three pre-processing steps and a classifier. As 

the dataset of the study has 55.4% missing values, the imputation of the missing 

values is conducted first by applying BRR to each feature of each patient separately. 

After the imputation, we synthesize the training samples to increase the variety of 

the training data. In this step, we select the combinations of the first row and another 

row of the same patient and concatenate the first row and the rates of changes of 

attributes between the two rows into a row. In the third step, we used a customized 

oversampling to mitigate the class imbalance between the two classes in the training 

dataset. After three pre-processing steps, we train the XGBoost classifier by using 

https://www.kaggle.com/S%C3%ADrio-Libanes/covid19
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the pre-processed training set. The high-level view of our method is provided in 

Figure 1. 

 

 
Fig. 1 Method of the study 

 

Imputation of missing values 

In the first step, we imputed the missing values in the dataset by applying BRR. 

BRR is selected based on the following scenario and assumption.  

As per medical practices, if there are some changes in the patient’s status, medical 

staff check or measure the patients’ status and record them. Consequently, the 

measures such as temperature and heart rate of a patient appear at different intervals 

for different patients. Our assumption for the missing values is that if there is a 

missing value for a measurement in a time period then that value can be reasonably 

imputed based on the value from the preceding and following time periods.  
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For example, if a patient’s body temperatures are 98°F, 101°F, and 104°F in the 

first-, third-, and fifth-time windows respectively, we might hypothesize that the 

temperatures would be approximately 99.5°F and 102.5°F in the second and fourth 

windows respectively with a high probability. In Mostafa et al. (2020), the BRR 

model is fitted by using multiple features as independent features to impute the 

missing values and once missing values of a feature is imputed, the imputed feature 

is used as an independent feature. However, in the application of this study, a BRR 

model is fitted by using only the values of each feature of each patient without 

modification of the BRR algorithm itself. In other words, we do not use imputed 

values in imputing other values. To the best of our knowledge, any previous studies 

have not used BRR in the manner used in this study. 

The missing values are imputed by fitting the BRR models based on Gaussian 

probability distribution (Massaoudi et al. 2020) because it is adaptable to 

insufficient data. Suppose there are missing values of the feature i among n features 

of a patient p, 𝑥𝑝,𝑖
 𝑚𝑖𝑠𝑠 and complete values of the feature of the patient, 𝑥𝑝,𝑖

𝑐𝑜𝑚𝑝 .  

The imputation of missing values of the feature i of patient p using BRR is 

formulated as follows: 

 

 

𝑥𝑝,𝑖
𝑚𝑖𝑠𝑠 ~ 𝑁(𝜇, 𝛼),                                         (4) 

 

where: 

𝜇 =  𝛽𝑋 =  𝛽0 + 𝛽𝑖𝑥𝑝,𝑖
𝑐𝑜𝑚𝑝

 

𝛽 ~ 𝑁 (0, 𝜆−1𝐼𝑛) 

𝛼 ~ 𝑔𝑎𝑚𝑚𝑎 (𝛼1, 𝛼2) 

𝜆 ~ 𝑔𝑎𝑚𝑚𝑎 (𝜆1, 𝜆2) 

 

Here, β is the regression parameter of which independent Gaussian priors are mean 

0 and variance λ-1 In, n is the number of independent features n=1, λ and α are 

regularizing parameters of gamma distribution set to α1 = α2 = λ1 = λ2 = 10-6. The 

example of the imputation using BRR is presented in Tables 1 to 3.  

Table 1 shows the status of the original data having missing values, in which 

missing values are represented as “Nan.” A BRR model is fitted by using the values 

in ALBUMIN_MEDIAN column as a dependent variable and the values in 

TIME_WINDOW as an independent variable. After fitting the BRR model, the 

missing values on the ALBUMIN_MEDIAN column are imputed using the fitted 

BRR model.  
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Table 2 shows the status after imputing the missing values on 

ALBUMIN_MEDIAN column. In a similar way, the missing values in 

ALBUMIN_MEAN column can be imputed by fitting another BRR model. Table 

3 depicts the status after imputing the missing values on ALBUMIN_MEAN 

column. The entire imputation algorithm of the missing values is provided in Figure 

2.  

 

Table 1. Before the imputation - Original Data 

Patient ID …. 
ALBUMIN_

MEDIAN 

ALBUMIN_

MEAN 

ALBUMIN_

MIN 
….. TIME_WINDOW 

0  Nan Nan Nan  0 

0  Nan Nan Nan  1 

0  0.605263158 0.605263158 0.605263158  2 

0  Nan Nan Nan  3 

0  0 0 0  4 

 

Table 2. After the imputation of ALBUMIN_MEDIAN column 

Patient ID …. 
ALBUMIN_

MEDIAN 

ALBUMIN_

MEAN 

ALBUMIN_

MIN 
….. TIME_WINDOW 

0  1.210516 Nan Nan  0 

0  0.907888 Nan Nan  1 

0  0.605263 0.605263158 0.605263158  2 

0  0.302632 Nan Nan  3 

0  0 0 0  4 

 

Table 3. After the imputation of ALBUMIN_MEAN column 

Patient ID …. 
ALBUMIN_

MEDIAN 

ALBUMIN_

MEAN 

ALBUMIN_

MIN 
….. TIME_WINDOW 

0  1.210516 1.210516 Nan  0 

0  0.907888 0.907888 Nan  1 

0  0.605263 0.605263 0.605263158  2 

0  0.302632 0.302632 Nan  3 

0  0 0 0  4 

 
 

Input:  

D: Dataset having complete and missing values 

Output:  

Dcomp+ imp: Dataset with all missing values imputed 

 

Definitions: 

Pall: List of all patients in the dataset 

Dp: Rows of patient p  

𝔅𝑝,𝑖: Bayesian Ridge Regression model for the feature i of patient p 

𝑥𝑝,𝑖

𝑐𝑜𝑚𝑝
: Complete values in the feature i of patient p 

𝑥𝑝,𝑖
𝑚𝑖𝑠𝑠: Missing values in the feature i of patient p 



Short-term prediction of ICU admission for COVID -19 inpatients             Lee- Sikora  

©International Information Management Association, Inc. 2021          ISSN: 1941-6679-On-line Copy 

49 

𝑥𝑝,𝑖

𝑐𝑜𝑚𝑝+𝑖𝑚𝑝
: All data values of feature i of patient p in which all missing values are imputed 

 

Begin 

foreach patient p  Pall do 

select Dp from D 

foreach feature i in Dp do  

fit 𝔅𝑝,𝑖 using the values in 𝑥𝑝,𝑖

𝑐𝑜𝑚𝑝
 

𝑥𝑝,𝑖

𝑐𝑜𝑚𝑝+𝑖𝑚𝑝
  impute 𝑥𝑝,𝑖

𝑚𝑖𝑠𝑠 using 𝔅𝑝,𝑖 

append 𝑥𝑝,𝑖

𝑐𝑜𝑚𝑝+𝑖𝑚𝑝
 to Dcomp+imp 

end foreach 

end foreach 

End 

 

 

Fig. 2 Algorithm for the imputation of missing values 

 

Synthesis of training samples using combinations (Synthesis-by-Combination) 

Another issue in our dataset is the small number of samples. As the goal of our 

method is to predict the likelihood of COVID-19 inpatients’ ICU admission based 

on the first two observations, we synthesize training samples by 1) resampling the 

combinations of the first row and another row of the same patient, 2) calculating 

the rate of change from the first row to another row of each feature, and 3) 

concatenating the first row and the rates of changes into a row. This not only 

increases the size of the data set but also provides more information to the classifier 

in terms of the rate of change of the different measurements.  

This approach is based on the following assumption: some patients’ status might be 

already severe at the first measurement, but others might be less severe than other 

patients even at the second measurement. In addition, the progression of the 

symptom can be different depending on the patient’s physical condition. Therefore, 

if we could create combinations of two observations from each patient and 

concatenate them by calculating the rates of changes of measurements and train the 

classifier by using them, the classifier could be trained by a wider variety of cases. 

As this combination method requires at least two measurements for each patient, if 

only one measurement is available for a patient before ICU admission, that patient 

is not considered for the training set. The algorithm used for the creation of 

combinations of rows to create a training set is in Figure 3: 
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Input:  

Dcomp+ imp: Dataset with all missing values imputed  

Output:  

Dsynth: Dataset synthesized using combination of two rows 

 

Definitions: 

Pcomp + imp: List of all patients in the dataset in which all missing values are imputed  

Dp,before: Rows of patient p created before the admission to ICU 

𝐷𝑝,𝑏𝑒𝑓𝑜𝑟𝑒
𝑟𝑒𝑚𝑎𝑖𝑛 : The remaining rows after removing the first row from Dp,before 

Xfirst: The first row of a patient 

Xsecond: The row considered the later measurement row of a patient 

ΔXfirst, second: The rates of changes of measures between Xfirst and Xsecond 

 

Begin 

foreach patient p  Pcomp+ imp do 

select Dp, before from Dcomp+ imp 

if the number of rows in Dp, before >= 2 do 

Xfirst  select the first measurement row in Dp, before 

𝐷𝑝,𝑏𝑒𝑓𝑜𝑟𝑒
𝑟𝑒𝑚𝑎𝑖𝑛   remove the first measurement row from Dp, before 

foreach row Xsecond in 𝐷𝑝,𝑏𝑒𝑓𝑜𝑟𝑒
𝑟𝑒𝑚𝑎𝑖𝑛  do  

ΔXfirst, second  calculate the rates of changes of measurements between Xfirst 

and Xsecond  

 

append concatenate (Xfirst, ΔXfirst, second) to Dsynth 

 

end foreach 

end if 

end foreach 

 

End 

 

 

Fig. 3 Algorithm for the synthesis of training samples 

 

Customized Oversampling  

Resampling techniques such as oversampling and undersampling are widely used 

to mitigate the class imbalance problem. In this study, we use oversampling to 

address the class imbalance problem in the training set synthesized in the previous 

step. While oversampling generally uses random sampling, we modified the 

oversampling method so that at least one measurement from each patient is included 

in the training set. 
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XGBoost binary classifier 

 

We select one data point for each patient in the minor class first and then randomly 

resample more samples from the minor class so that the number of data points in 

both classes are the same. 

 

We employ the XGBoost classifier for learning the prediction model because of 

two reasons; better performance of XGBoost with smaller dataset (Rácz et al. 2021) 

and the prevention of overfitting by regularization (Chen and Guestrin 2016). The 

output of the classifier is the prediction of a COVID-19 patient’s ICU admission 

and is within the range [0,1]. Scikit-learn machine learning library is used to 

implement the method. Although it is possible to find the optimal hyper-parameter 

by grid search, we use the default hyper-parameter values in the library so that we 

can measure the effect of the classifier and compare the performance of XGBoost 

with those of other classifiers. Important hyper-parameters used are: learning 

rate=0.3, subsample=1, maximum depth of tree=6, sampling method=uniform, 

lambda=1 (L2 regularization term on weights), and alpha=0 (L1 regularization term 

on weights). 

 

EXPERIMENT AND DISCUSSION 

Experimental Setup  

We compared the performance of our method with five other methods using 

different classifiers and different combinations of pre-processing techniques. We 

employed six classifiers first and selected the best performing technique in each 

pre-processing step of each classifier by conducting the experiments separately for 

each classifier and each pre-processing step. After selection of pre-processing steps 

of five competing classifiers, our method is compared with these five methods. 

The five classifiers that are compared to XGBoost are decision tree, SVM, Multi-

layer Perceptron (MLP), AdaBoost, and random forest. They are selected based on 

their popularity, performance, and type of algorithm such as a basic classifier, 

function-based classifier, and ensemble classifier. The various imputation 

techniques we compared are zero filling, forward filling + zero filling (Lipton et al. 

2016), backward filling + forward filling, forward filling + backward filling, and 

BRR. All imputation techniques are selected based on the assumption that missing 

values would be related to previous or subsequent values. However, the strategies 

for filling the remaining missing values after the application of the first technique 

are different.  

For example, forward filling + zero filling technique imputes the missing values by 

forward filling first and applies the zero filling next if there still exist missing 
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values.  For combination techniques, we compared three variations: No 

combination, combination of first and other measurements of each patient, and all 

possible combinations of all available measurements of each patient. No 

combination option does not synthesize any training samples. Combination of first 

and other measurements of each patient option is to use the combinations of the 

first measurement with another measurement of each patient to synthesize training 

samples. The details of this option are provided in section 4.2. All possible 

combinations of each patient option synthesizes the training samples by randomly 

picking any two measurements of that patient and combining them. In the 

resampling step, we compared three options: No resampling, Oversampling, and 

Undersampling. No resampling option does not apply resampling to the training set 

while Oversampling and Undersampling apply the samplings to the synthesized 

training set. As described in section 4.3, Oversampling selects at least one the minor 

class samples from each patient first and resample more minor samples so that both 

classes have the same number of samples while the Undersampling selects at least 

one major class samples from each patient first and resample more major samples. 

To choose the best pre-processing techniques for each method, we tested each pre-

processing step of each classifier ten times and compared its performance as 

measured by AUC-ROC and F-score. Since the goal of our method is to predict the 

likelihood of ICU admission for each patient by using the first two sets of a patient’s 

measurements, we selected data for only those patients having at least two sets of 

measurements (two rows) measured before admission to the ICU. The number of 

such patients was 324. In each experiment, 20% of randomly selected patients are 

used as the test set. 

All the algorithms and classifiers and the imputation, the training sample synthesis, 

and resampling techniques in all experiments are implemented using Scikit-learn 

machine learning library 1.0 and Python 3.8. 
 

EXPERIMENTAL RESULTS 

Selection of imputation technique  

We compared five imputation techniques and trained them with six classifiers 

separately. The results of the experiment are presented in Tables 4 to 9. Note that 

all results presented below are average of 10 runs. In Table 4, the results of the 

experiments with five imputation techniques and decision tree are listed.  

When combined with BRR, the decision tree provided the best AUC-ROC (0.681) 

and the best F-score (0.699). From this result, we selected the BRR as the 

imputation technique that will be used for the decision tree. 
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Table 4. Performance of imputation techniques with decision tree 

Classifier 
Imputation 

Technique 

Total 

Accuracy 

Accuracy 

for the 

class 

“Admit” 

Accuracy 

for the 

class 

“Not 

Admit” 

AUC-

ROC 
Precision Recall F-score 

Decision 

tree 

zero filling 0.597 0.547 0.640 0.629 0.550 0.547 0.536 

forward 

filling + zero 

filling 

0.603 0.448 0.712 0.592 0.526 0.448 0.476 

backward 

filling + 
forward 

filling 

0.668 0.479 0.798 0.628 0.620 0.479 0.535 

forward 

filling + 

backward 
filling 

0.663 0.584 0.723 0.634 0.599 0.584 0.584 

BRR 0.745 0.629 0.826 0.681 0.720 0.629 0.669 

 

Table 5. Performance of imputation techniques with random forest 

Classifier 
Imputation 

Technique 

Total 

Accuracy 

Accuracy 

for the 

class 

“Admit” 

Accuracy 

for the 

class 

“Not 

Admit” 

AUC-

ROC 
Precision Recall F-score 

Random  

forest 

zero filling 0.597 0.245 0.877 0.635 0.622 0.245 0.341 

forward 

filling + zero 

filling 

0.591 0.246 0.853 0.584 0.588 0.246 0.328 

backward 

filling + 

forward 

filling 

0.614 0.281 0.892 0.704 0.698 0.281 0.392 

forward 

filling + 

backward 

filling 

0.655 0.314 0.901 0.700 0.689 0.314 0.424 

BRR 0.755 0.538 0.909 0.816 0.802 0.538 0.641 

 

In Table 5, the results of the experiments with five imputation techniques and 

random forest are presented, and the BRR yielded the best AUC-ROC (0.816) and 

F-score (0.641) for the random forest classifier. Based on the result, we selected the 

BRR as the imputation technique that will be used for the random forest. 

Similar to previous results, the BRR also yielded the best AUC-ROCs and F-scores 

when combined with MLP (AUC-ROC = 0.877 and F-score = 0.754), SVM (AUC-

ROC = 0.871 and F-score = 0.749), AdaBoost (AUC-ROC = 0.874 and F-score = 

0.763) respectively as in Table 6 to 8. According to the results, we selected the BRR 

as the imputation techniques for MLP, SVM, and AdaBoost 
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Table 6. Performance of imputation techniques with MLP 

Classifier 
Imputation 

Technique 

Total 

Accuracy 

Accuracy 

for the 

class 

“Admit” 

Accuracy 

for the 

class 

“Not 

Admit” 

AUC-

ROC 
Precision Recall F-score 

MLP 

zero filling 0.642 0.484 0.763 0.695 0.607 0.484 0.532 

forward filling 

+ zero filling 
0.635 0.506 0.727 0.708 0.578 0.506 0.534 

backward 

filling + 

forward filling 

0.672 0.524 0.777 0.730 0.636 0.524 0.570 

forward filling 

+ backward 

filling 

0.665 0.510 0.779 0.729 0.623 0.510 0.551 

BRR 0.799 0.719 0.864 0.877 0.810 0.719 0.754 

 

Table 7. Performance of imputation techniques with SVM 

Classifier 
Imputation 

Technique 

Total 

Accuracy 

Accuracy 

for the 

class 

“Admit” 

Accuracy 

for the 

class 

“Not 

Admit” 

AUC-

ROC 
Precision Recall F-score 

SVM 

zero filling 0.649 0.425 0.810 0.706 0.604 0.425 0.490 

forward filling 
+ zero filling 

0.659 0.412 0.840 0.736 0.668 0.412 0.498 

backward 

filling + 

forward filling 

0.714 0.563 0.815 0.774 0.668 0.563 0.605 

forward filling 
+ backward 

filling 

0.715 0.556 0.839 0.777 0.724 0.556 0.621 

BRR 0.805 0.707 0.877 0.871 0.803 0.707 0.749 
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Table 8. Performance of imputation techniques with AdaBoost 

Classifier 
Imputation 

Technique 

Total 

Accuracy 

Accuracy 

for the 

class 

“Admit” 

Accuracy 

for the 

class 

“Not 

Admit” 

AUC-

ROC 
Precision Recall F-score 

AdaBoost 

zero filling 0.665 0.539 0.753 0.663 0.613 0.539 0.568 

forward 

filling + zero 

filling 

0.657 0.558 0.726 0.690 0.589 0.558 0.570 

backward 

filling + 
forward 

filling 

0.662 0.536 0.768 0.717 0.659 0.536 0.585 

forward 

filling + 

backward 
filling 

0.682 0.549 0.770 0.727 0.612 0.549 0.574 

BRR 0.806 0.761 0.839 0.874 0.773 0.761 0.763 

 

XGBoost, the classifier of the method of the study, also provided the best 

performance when combined with BRR (AUC-ROC = 0.905 and F-score = 0.816) 

as shown in Table 9, so BRR is selected as the imputation technique for XGBoost.  

In the experiments for the imputation technique selection, the combination of BRR 

and XGBoost showed the AUC-ROC over 0.9 and F-score over 0.8 while BRR and 

other classifiers did not achieve 0.9 of AUC-ROC and 0.8 of F-score.  

 

Table 9. Performance of imputation techniques with XGBoost 

Classifier 
Imputation 

Technique 

Total 

Accuracy 

Accuracy 

for the 

class 

“Admit” 

Accuracy 

for the 

class 

“Not 

Admit” 

AUC-

ROC 
Precision Recall F-score 

XGBoost 

zero filling 0.674 0.518 0.794 0.733 0.650 0.518 0.573 

forward filling 

+ zero filling 
0.657 0.510 0.762 0.707 0.609 0.510 0.552 

backward 

filling + 
forward filling 

0.705 0.578 0.802 0.782 0.675 0.578 0.616 

forward filling 

+ backward 

filling 

0.666 0.526 0.784 0.755 0.668 0.526 0.583 

BRR 0.846 0.805 0.878 0.905 0.831 0.805 0.816 

 

As shown in the tables, all classifiers yield the best AUC-ROC and F-score at the 

same time when combined with BRR. Based on the results, BRR is selected as the 

imputation technique for all classifiers in the experiment. 
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Selection of the training sample synthesis technique 

After the selection of imputation techniques, we conducted the experiments for the 

selection of the training sample synthesis technique. As the BRR is selected for the 

imputation technique for all classifiers, we imputed the missing values by BRR for 

all classifiers first and applied three options for the synthesis of training samples to 

each classifier separately. The results are presented in Tables 10 to 15. In the 

experiments for BRR + three synthesis techniques + decision tree in Table 10, the 

method provided the best AUC-ROC (0.749) and the best F-score (0.705) when 

combined with Combination of first and other measurements of each patient 

technique. Based on the result, we adopted the Combination of first and other rows 

of each patient technique for the pre-preprocessing step for the decision tree.  

In the experiments for random forest in Table 11, we selected the No combination 

of rows option as the training samples synthesis technique. As the best AUC-ROC 

(0.852) is provided when All possible combinations of all available rows of each 

patient option is applied and the best F-score (0.641) was achieved when No 

combination of rows option is selected, we considered the gap between the 

measures. While AUC-ROC of No combination of rows option was the lowest 

among three AUC-ROCs and the gap between the best one was 0.036, the F-score 

of No combination of rows option was the best among three options and the gap 

between the that of All possible combination of all available rows was 0.237. The 

gaps of two measures imply that No combination of rows option provides more 

stable performance than other options. Based on the analysis, we selected the No 

combination of rows option for the random forest. 

In the experiments for MLP and SVM, the No combination of rows option yielded 

the best performance at the same time in AUC-ROC and F-score. The AUC-ROC 

for MLP was 0.877 and F-score was 0.754 and the AUC-ROC for SVM was 0.871 

and the F-score was 0.749. For both classifiers, the No combination of rows option 

is selected as the training samples synthesis technique. The results are presented in 

Tables 12 and 13. In the experiments for AdaBoost, the Combination of first and 

other rows of each patient technique is selected based on the best AUC-ROC 

(0.888) and the best F-score (0.772). The result is presented in Table 14.  

As the synthesis technique for XGBoost, the Combination of first and other rows 

option was selected according to the result shown in Table 15. The best AUC-ROC 

(0.919) was provided when the Combination of first and other rows of each patient 

option was applied, but the best F-score (0.816) was achieved by the No 

combination of rows option. When considering the gap between the best and the 

second AUC-ROC, it was 0.014, but the gap between the best F-score from the No 

combination of rows option and the one from the Combination of first and other 

rows of each patient option was 0.03. Although both gaps are not big, as the gap of 

AUC-ROC was greater than that of F-score, we selected the Combination of first 

and other rows of each patient option as the training sample synthesis.
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Table 10. Performance of row synthesis techniques with decision tree 

Classifier 
Imputation 

Technique 

Combination of 

Rows 
Total Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for the 

class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

Decision 

tree 
BRR 

No combination of 
rows  

0.745 0.629 0.826 0.681 0.720 0.629 0.669 

All possible 

combinations of all 

available rows  

0.760 0.545 0.897 0.707 0.781 0.545 0.632 

Combination of 

first and other 

rows  

0.789 0.674 0.867 0.749 0.753 0.674 0.705 

 
Table 11. Performance of row synthesis techniques with random forest 

Classifier 
Imputation 

Technique 

Combination of 

Rows 
Total Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for the 

class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

Random 

forest 

  

BRR 

No combination of 

rows  
0.755 0.538 0.909 0.816 0.802 0.538 0.641 

All possible 

combinations of all 

available rows  

0.683 0.263 0.992 0.852 0.959 0.263 0.404 

Combination of first 

and other rows  
0.723 0.343 0.987 0.835 0.948 0.343 0.499 

 

Table 12. Performance of row synthesis techniques with MLP 

Classifier 
Imputation 

Technique 

Combination of 

Rows 
Total Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for the 

class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

MLP  BRR 

No combination of 

rows  
0.799 0.719 0.864 0.877 0.810 0.719 0.754 

All possible 

combinations of all 

available rows  

0.772 0.608 0.893 0.848 0.825 0.608 0.694 

Combination of first 
and other rows  

0.783 0.644 0.895 0.863 0.827 0.644 0.719 
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Table 13. Performance of row synthesis techniques with SVM 

Classifier 
Imputation 

Technique 

Combination of 

Rows 
Total Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for the 

class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

SVM 

  
BRR 

No combination of 

rows  
0.805 0.707 0.877 0.871 0.803 0.707 0.749 

All possible 

combinations of all 

available rows  

0.789 0.637 0.895 0.854 0.809 0.637 0.710 

Combination of first 

and other rows  
0.769 0.612 0.882 0.829 0.790 0.612 0.687 

 

Table 14. Performance of row synthesis techniques with AdaBoost 

Classifier 
Imputation 

Technique 

Combination of 

Rows 
Total Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for the 

class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

AdaBoost 

  
BRR 

No combination of 

rows  
0.806 0.761 0.839 0.874 0.773 0.761 0.763 

All possible 

combinations of all 
available rows  

0.791 0.653 0.891 0.851 0.805 0.653 0.718 

Combination of first 

and other rows  
0.814 0.756 0.861 0.888 0.802 0.756 0.772 

 

Table 15. Performance of row synthesis techniques with XGBoost 

Classifier 
Imputation 

Technique 

Combination of 

Rows 
Total Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for the 

class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

XGBoost 

  
BRR 

No combination of 

rows  
0.846 0.805 0.878 0.905 0.831 0.805 0.816 

All possible 
combinations of all 

available rows  

0.832 0.674 0.947 0.907 0.903 0.674 0.770 

Combination of first 

and other rows  
0.855 0.757 0.930 0.919 0.886 0.757 0.813 
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Selection of resampling technique 

 

For the last experiment, we compared different resampling techniques for each 

classifier. The pre-processing techniques selected in the previous sections are 

applied to each classifier first and three resampling techniques are applied as the 

last option for each classifier. The results are presented in Tables 16 to 21. In Table 

16, the result of the experiment for decision tree was presented. The best AUC-

ROC (0.749) appeared when No resampling option was selected while the best F-

score (0.731) was achieved when Undersampling is applied. From the result, we 

selected Undersampling as the resampling technique because the gap of F-score 

(0.026) between No resampling and Undersampling options is greater than that of 

AUC-ROC (0.08) between the same options.  

In the experiments for random forest presented in Table 17, the best AUC-ROC 

(0.835) and F-score (0.737) achieved when Oversampling is applied as the 

resampling technique. Therefore, the Oversampling is selected for the resampling 

technique for the random forest. For MLP, the Undersampling is selected as the 

resampling technique based on the best AUC-ROC (0.878) and the best F-score 

(0.759), and, for SVM, the No resampling option is selected based on the best AUC-

ROC (0.871) and the best F-score (0.749). The results for three classifiers are 

presented in Tables 17-19. 

The result of the experiment for AdaBoost in Table 20 showed the best AUC-ROC 

(0.888) and the best F-score (0.772) with No resampling option. Therefore, we 

selected the No resampling option for AdaBoost. Also, in the experiment for 

XGBoost shown in Table 21, Oversampling is selected as the resampling technique 

as it yielded the best AUC-ROC (0.932) and the best (0.840).  

 

Comparison of Methods 

As shown in the experiments in the sections 5.2.1 to 5.2.3, we selected best 

combination of the pre-processing steps for each of the six classifiers. In Table 22, 

the improvement of AUC-ROCs and F-scores of the selected methods in each step 

are summarized. The AUC-ROCs and F-scores improve or stay the same with each 

additional pre-processing step for almost all of the methods.  

 

Table 23 summarizes the performance of six final methods discussed before.  The 

best AUC-ROC (0.932) and the best F-score (0.840) are achieved by the BRR + 

Combination of first and other rows + Oversampling + XGBoost. The performance 

improvement in AUC-ROC and F-score of the best method compared to other 

methods is also shown to be statistically significant at 0.05 level of significance by 

the paired t-test. The table shows the corresponding p-values. 
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Table 16. Performance of row resampling techniques with decision tree 

Classifier 
Imputation 

Technique 

Combination 

of Rows 

Resampling 

Technique 

Total 

Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for 

the class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

Decision 

tree 

  

BRR 

Combination 

of first and 

other rows  

No resampling 0.789 0.674 0.867 0.749 0.753 0.674 0.705 

Under 

sampling 
0.780 0.733 0.816 0.741 0.732 0.733 0.731 

Over sampling 0.771 0.718 0.803 0.731 0.701 0.718 0.706 

 

Table 17. Performance of row resampling techniques with random forest 

Classifier 
Imputation 

Technique 

Combination 

of Rows 

Resampling 

Technique 

Total 

Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for 

the class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

Random  

forest  
BRR 

No 

combination 

of rows 

No resampling 0.755 0.538 0.909 0.816 0.802 0.538 0.641 

Under 

sampling 
0.735 0.520 0.908 0.833 0.826 0.520 0.633 

Over 

sampling 
0.792 0.690 0.867 0.835 0.798 0.690 0.737 

 

Table 18. Performance of row resampling techniques with MLP 

Classifier 
Imputation 

Technique 

Combination 

of Rows 

Resampling 

Technique 

Total 

Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for 

the class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

MLP  BRR 

No 

combination 

of rows  

No resampling 0.799 0.719 0.864 0.877 0.810 0.719 0.754 

Under 

sampling 
0.812 0.722 0.880 0.878 0.811 0.722 0.759 

Over sampling 0.789 0.674 0.870 0.859 0.786 0.674 0.724 
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Table 19. Performance of row resampling techniques with SVM 

Classifier 
Imputation 

Technique 

Combination 

of Rows 

Resampling 

Technique 

Total 

Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for 

the class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

SVM  BRR 

No 

combination 

of rows  

No 

resampling 0.805 0.707 0.877 0.871 0.803 0.707 0.749 

Under 

sampling 0.788 0.645 0.898 0.855 0.814 0.645 0.710 

Over sampling 0.797 0.765 0.817 0.861 0.735 0.765 0.746 

 

Table 20. Performance of row resampling techniques with AdaBoost 

Classifier 
Imputation 

Technique 

Combination 

of Rows 

Resampling 

Technique 

Total 

Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for 

the class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

AdaBoost  BRR 

Combination 

of first and 

other rows  

No resampling 0.814 0.756 0.861 0.888 0.802 0.756 0.772 

Under 

sampling 
0.814 0.764 0.849 0.879 0.783 0.764 0.771 

Over sampling 0.791 0.739 0.833 0.850 0.765 0.739 0.748 

 

Table 21. Performance of row resampling techniques with XGBoost 

Classifier 
Imputation 

Technique 

Combination 

of Rows 

Resampling 

Technique 

Total 

Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for 

the class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

XGBoost  BRR 

Combination 

of first and 

other rows  

No resampling 0.855 0.757 0.930 0.919 0.886 0.757 0.813 

Under 

sampling 
0.840 0.770 0.896 0.901 0.838 0.770 0.799 

Over 

sampling 
0.869 0.826 0.904 0.932 0.861 0.826 0.840 
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Table 22. Performance change by each classifier and each step 

 AUC-ROC F-score 

Classifier Imputation only Imputation + 

Combination 
Imputation + Combination 

+ Resampling Imputation only 
Imputation + 

Combination 

Imputation + Combination 

+ Resampling 

Decision tree 0.681 0.749 0.749 0.669 0.705 0.731 

Random forest 0.816 0.816 0.835 0.641 0.641 0.737 

MLP 0.877 0.877 0.878 0.754 0.754 0.759 

SVM 0.871 0.871 0.871 0.749 0.749 0.749 

AdaBoost 0.874 0.888 0.888 0.763 0.772 0.772 

XGBoost 0.905 0.919 0.932 0.816 0.813 0.840 

 

Table 23. Performance of all methods 

Classifier 
Imputation 

Technique 

Combination 

of Rows 

Resampling 

Technique 

Total 

Accuracy 

Accuracy for the 

class 

“Admit” 

Accuracy for 

the class 

“Not Admit” 

AUC-

ROC 
Precision Recall F-score 

Decision 

Tree 
BRR 

Combination 

of first and 

other rows 

Under 

sampling 
0.780 0.733 0.816 

0.741 

(p=.000) 
0.732 0.733 

0.731 

(p=.000) 

Random 

forest 
BRR 

No 

combination 

of rows 

Over 

sampling 
0.792 0.690 0.867 

0.835 
(p=.000) 

0.798 0.690 
0.737 

(p=.000) 

MLP BRR 

No 

combination 

of rows 

Under 

sampling 
0.812 0.722 0.880 

0.878 

(p=.001) 
0.811 0.722 

0.759 

(p=.006) 

SVM BRR 

No 

combination 

of rows 

No 

resampling 
0.805 0.707 0.877 

0.871 

(p=.000) 
0.803 0.707 

0.749 

(p=.001) 

AdaBoost BRR 

Combination 

of first and 

other rows 

No 

resampling 
0.814 0.756 0.861 

0.888 

(p=.016) 
0.802 0.756 

0.772 

(p=.039) 

XGBoost BRR 

Combination 

of first and 

other rows 

Over 

sampling 
0.869 0.826 0.904 0.932 0.861 0.826 0.840 
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Explainibility of the model  

 

In the applications of ML models, one criteria that is becoming important is the 

explainibility of the model; so called Explainable AI. As XGBoost is a decision-

tree based ensemble algorithm, the advantage of using it is that the interpretation of 

its models is relatively easy compared to other algorithms such as MLP and 

Convolutional Neural Network (CNN) while also providing a good performance.  

For the understanding of our model, we present a decision tree and an importance 

plot from the trained XGBoost model of our method (BRR + Combination of first 

and other rows + Oversampling + XGBoost) after one run. In Figure 4, we show 

the first order tree among the trees created by XGBoost in an additive way. Each 

tree has a depth of 6 (defined in the parameter setting), but for the sake of simplicity 

we only show the tree till depth 3. 

  

We can see that the trained XGBoost model starts its decision tree from 

“RATE_RESPIRATORY_RATE_MAX” attribute and extends the decision 

criteria to “RATE_LACTATE_MEDIAN” and 

“BLOODPRESSURE_DIASTOLIC_MEDIAN” attributes. Note the features 

names starting with “RATE_” are the attributes we created by calculating the 

changing rate of each feature from the first measurement.  

While the trees provide the advantages to observe the detailed decision criteria, it 

is not straightforward to recognize which attributes are relatively more effective for 

the decision. Therefore, we presented an importance plot in Figure 5, which is 

plotted using the fitted XGBoost model of our method after a run of experiment 

based on the information gain of each attribute. In the plot, the 

AGE_PERCENTILE attribute is considered most important by showing the largest 

gain among the attributes. This is aligned with the fact that the elderly showed 

higher mortality rate than younger people (Di Castelnuovo et al. 2020).  The other 

attributes in order of importance were, BILLIRUBIN_MEDIAN, 

DIMER_MEDIAN, RATE_RASPITORY_RATE_DIFF, and AGE_ABOVE.  
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Fig. 4 The first order tree created from the fitted XGBoost model in the method of this study 
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Fig. 5 An importance plot created from the fitted XGBoost model  

in the method of this study 

 

DISCUSSION 

 
Using incremental comparison, we found the combination of pre-processing steps 

and classifier of BRR + Synthesis-by-Combination + Oversampling + XGBoost to 

provide the best performance (AUC-ROC = 0.932 and F-score = 0.840) among the 

methods in the experiments. The results of the step-by-step experiments implies 

that a proper combination of techniques and a classifier could improve the 

performance of a method even if the same set of techniques are used. In our method, 

while all steps contribute to the improvement of overall performance of the method, 

BRR and XGBoost play a critical role for the performance improvement. As 

observed in the Tables 10 to 21, all methods combined with BRR and XGBoost 

achieved the AUC-ROC greater than 0.9 while other classifiers did not achieve that 

level of performance even when using BRR imputation.  

In addition to the employment of BRR and XGBoost, the development and the 

application of Synthesis-by-Combination technique also contributed to the 

performance improvement. The list of 10 most important attributes in Figure 5 

includes three attributes created by Synthesis-by-Combination (the attributes 

starting with “RATE_”). It means that the changing rates of certain attributes are 

important criteria deciding a patient’s admission to ICU and that information is 

provided by Synthesis-by-Combination. We hypothesize the reasons for the 

performance improvement in the experiment to be: 1) our assumption for the 

missing values was correct and the imputation technique proposed in this study 

implements the assumption correctly by employing BRR,2) XGBoost provides a 

good performance for the smaller datasets as indicated in Rácz et al. (2021) and 
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effectively prevents the overfitting that could be caused by smaller datasets by 

adopting the regularization (Chen and Guestrin 2016), and 3) the Synthesis-by-

Combination provides additional piece of  information for the decision making of 

classifier.   

In addition to the implications from the entire method, there are a couple of 

additional implications of the results. First, the proposed imputation technique 

using BRR is effective even when used with other classifiers. In the results for 

imputation techniques presented in Tables 4 to 9, the BRR imputation achieved the 

best AUC-ROCs and F-scores for all classifiers. The results imply that the BRR 

imputation technique could be applied to other datasets having similar structure. 

Secondly, the approach made in this study to build the best method for each 

classifier can be applied to other domains. Although the combination of BRR + 

Synthesis-by-Combination + Oversampling + XGBoost achieved the best 

performance, the best performing combinations of pre-processing steps for each 

classifier are different. It means that a particular set of pre-processing steps does 

not always yield the best result with all classifiers. The result in Table 22 implies 

that our approach to build methods is an effective one to find the best working 

method for each classifier, and it could be applied in other applications. 

 

CONCLUSION 

 
When a highly infective and dangerous disease with unknown characteristics starts 

spreading, one of the critical concerns related to hospital operation is the 

organizational management of limited ICU resources (Aziz et al. 2020). During the 

COVID-19 outbreak, hospitals suffered from the surge of patients requiring ICU 

admission. Aziz et al. (2020) suggested using mathematical modeling to predict the 

surge of patients for better resource allocation.  To tackle the issue, we develop a 

method predicting the COVID-19 inpatients’ likelihood of ICU admission based on 

two sets of patient measurements. We use the dataset collected during the early 

stage of the outbreak of COVID-19 from a hospital in Brazil. As the dataset has 

55.4% missing values and only 324 available patients, we developed a method 

involving three pre-processing steps before a classifier is used. In the first step, the 

missing values are imputed by applying an imputation technique using BRR to each 

attribute of each patient separately. In the second step, we increase the variability 

of the training set by synthesizing new samples using the combinations of the first 

and later measurements of each patient. In the third step, we create a customized 

undersampling, which samples at least one sample of each patient first and conducts 

the random sampling to balance the classes, to mitigate the class imbalance problem 

of the synthesized training set. As the final step of the method, XGBoost classifier 

is used to predict the likelihood of ICU admission for each patient. To select the 

best combination of methods, we conducted step-by-step experiments and built five 
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competing methods using different sets of pre-processing steps and classifiers. We 

compared the AUC-ROC and F-score of our method to those of others. Among the 

various methods considered in this study, our method provides the highest AUC-

ROC (0.932) and F-score (0.840). In addition, our method showed that the 

AGE_PERCENTILE is the most important attribute affecting patients’ admission 

to ICU. Based on the result of the experiment, we may summarize the contribution 

of the study as follows: 1) combination of BRR imputation, Synthesis-by-

Combination, Oversampling, and XGBoost provides the best performance for the 

prediction of the likelihood of ICU admission of COVID-19 inpatients, 2) the 

proposed imputation technique using BRR in this study is an effective one to impute 

the missing values, and 3) the proposed step-by-step approach could be adopted for 

the method selection for other domains or diseases.  

Although our method demonstrated good performance, there is room for the 

improvements in the future studies. Medical data has several missing values owing 

to the characteristics of medical record creation procedures. The imputation 

techniques for medical data considering the characteristics of medical procedure 

should be developed or further improved because, as observed in our study, better 

imputation techniques for medical data could improve the model performance.  

Also, more sophisticated and generalized model is required for the detailed resource 

planning of ICUs. One of the reasons we picked this dataset was because of the 

challenging problem it posed. Not only was the dataset relatively small but it had 

missing values in the sense that different patients had their vital readings taken in 

different time periods without any uniformity. We came up with the unique method 

of Synthesis-by-Combination described in section 4.2 that not only overcame this 

problem by creating a uniform data set but also increased the number of data points 

in the data sets. 

Given the small size of the data set there is also the question of generalizability of 

the model that is learned. Given that different parts of the world were dealing with 

slightly different strains of Covid-19 it is possible that the models learned in one 

part of the world may not apply to other regions any way. However, we agree that 

if we could use a larger dataset collected from more patients, it is possible that the 

generalizability of the model will be improved and the model will be able to predict 

the exact time range of ICU admission. As the result, the efficiency of ICU 

operation will also be enhanced. 
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